Declaration

This thesis is the result of the author's original research. It has been composed by the author and has not been previously submitted for examination which has lead to the award of a degree.

The copyright of this thesis belongs to the author under the terms of the United Kingdom Copyright Acts as qualified by University of Strathclyde Regulation 3.50. Due acknowledgement must always be made of the use of any material contained in, or derived from, this thesis.

Signed:
Name: Masrullizam Mat Ibrahim
Date:
Acknowledgements

It is a pleasure to thank the many people who made this thesis possible. I would like to begin by thanking my supervisor Prof. John Soraghan and Dr. Lykourgos Petropoulakis for giving me an excellent opportunity to carry out a very innovating and challenging research on video processing analysis for non-invasive fatigue detection and quantification. Prof. Soraghan and Dr. Petropoulakis provided me endless source of ideas and encouragement. Their enthusiasm in research, systematic organization at work and optimistic attitude towards life positively influenced my study and life. Their assistance and instructions during my time at the University of Strathclyde has been invaluable.

Not forget to my entire colleague in Centre for excellence in Signal and Image Processing (CeSIP) University of Strathclyde, which gave full support in term of technical, ideas and motivation. For the team project of sleep deprivation experiment which granted by Bridge the Gap (BTG) funding (Professor John Soraghan Dr Stephen Butler Dr L Petropoulakis Dr Simon Kyle, Mel McKendrick, and Jillian Hobson) and then further continued with the Scottish Sensor System Centre (SSSC) project (Gaetano DI Caterina, Carmine Clemente, George Mermiris, and Captain Lewis), the experience working with you all very valuable.

The most important, the closest vicinity of my PhD life, I owe my loving thanks to my wife Rainah Ismail and my son Muhammad Amir Najwan Masrullizam, and my daughters Aliyah Damia Masrullizam and Asma’ Raudhah Masrullizam without their invaluable understanding, endless patience and encouragement it would have been impossible for me to finish this work.
My deepest and sincere thanks are always with my parents, parent-in-laws, also, to my brothers, brother-in-laws and sister-in-laws, also, the Malaysian Glaswegian friends for their constant support and prayers. I am so lucky and so proud to have such a wonderful family and friends.

Lastly, highly appreciation to The Ministry of Higher Education Malaysia and Universiti Teknikal Malaysia Melaka (UTeM), for the whole PhD study funding.
Abstract

Fatigue is a common symptom of weakness either physically or mentally. These symptoms may lead to a drop in motivation, weakened sensitivity, slowing of responsiveness and inability to give full attention. All of these problems can cause adverse effects, such as accidents, especially those that require full attention as drivers of vehicles, and rail operators, the pilot of an aircraft or ship operators. This research investigates systems to detect and quantify the signs of fatigue using non-invasive facial analytics.

There are four main algorithms that represent the major contribution from the PhD research. These algorithms encompass facial fatigue detection and quantification system as a whole. Firstly, a new technique to detect the face is introduced. This face detection algorithm is an affiliation of colour skin segmentation technique, connected component of binary image usage, and learning machine algorithm. The introduced face detection algorithm is able to reduce the false positive detection rate by a very significant margin. For the facial fatigue detection and quantification, the major fatigue signs features are from the eye activity. A new algorithm called the Interdependence and Adaptive Scale Mean Shift (IASMS) is presented. The IASMS is able to quantify the state of eye as well as to track non-rigid eye movement. IASMS integrates the mean shift tracking algorithm with an adaptive scale scheme, which is used to track the iris and quantify the iris size. The IASMS is associated with face detection algorithm, image enhanced scheme, eye open detection technique and iris detection method in the initialisation process. This proposed method is able to quantify the eye activities that represent the blink rate and the duration of eye closure.

The third contribution is yawning analysis algorithm. Commonly yawning is detected based on a wide mouth opening. Frequently however this approach is thwarted by the common human reaction to hand-cover the mouth during yawning. In this
research, a new approach to analyse yawning which takes into account the covered mouth is introduced. This algorithm combines with a new technique of mouth opening measurements, covered mouth detection, and facial distortion (wrinkles) detection. By using this proposed method, yawning is still able to detect even though the mouth is covered.

In order to have reliable results from the testing and evaluating of the developed fatigue detection algorithm, the real signs of fatigue are required. This research develops a recorded face activities database of the people that experience fatigue. This fatigue database is called as the Strathclyde Fatigue Facial (SFF). To induce the fatigue signs, ethically approved sleep deprivation experiments were carried out. In these experiments twenty participants, and four sessions were undertaken, which the participant has to deprive their sleep in 0, 3, 5, and 8 hours. The participants were subsequently requested to carry out 5 cognitive tasks that are related to the sleep loss.

The last contribution of this research is a technique to recognise the fatigue signs. The existing fatigue detection system is based on single classification. However, this work presents a new approach for fatigue recognition which the fatigue is classified into levels. The levels of fatigue are justified based on the sleep deprivation stages where the SFF database is fully used for training, testing and evaluation of the developed fatigue recognition algorithm. This fatigue recognition algorithm is then integrated into a Fatigue Monitoring Tool (FMT) platform. This FMT has been used to test the participant that carried out the tasks as ship crew in shipping bridge simulator.
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<td>Safety Management System</td>
</tr>
<tr>
<td>SURF</td>
<td>Speed Up Robust Features</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine</td>
</tr>
<tr>
<td>3D</td>
<td>Three dimensional</td>
</tr>
<tr>
<td>TPMA</td>
<td>Three Process Model of Alertness</td>
</tr>
<tr>
<td>UBIRIS</td>
<td>Irises database from University of Beira Interior</td>
</tr>
<tr>
<td>UEC</td>
<td>University Ethic Committee of University of Strathclyde</td>
</tr>
<tr>
<td>YAWN</td>
<td>Yawning</td>
</tr>
<tr>
<td>YcbCr</td>
<td>Luminance and chroma component colour space</td>
</tr>
<tr>
<td>YR</td>
<td>Yawn rate</td>
</tr>
<tr>
<td>ZJU</td>
<td>Zhejiang University</td>
</tr>
</tbody>
</table>
## List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta )</td>
<td>Delta</td>
</tr>
<tr>
<td>( \theta )</td>
<td>Theta</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>Alpha</td>
</tr>
<tr>
<td>( f )</td>
<td>PERCLOS curve over a certain period</td>
</tr>
<tr>
<td>( t_1 )</td>
<td>The time the eye is closed for only 20%</td>
</tr>
<tr>
<td>( t_2 )</td>
<td>The time when the eyes are 20% from completely closed</td>
</tr>
<tr>
<td>( t_3 )</td>
<td>The times from eye open to eye 20% open (after being closed)</td>
</tr>
<tr>
<td>( t_4 )</td>
<td>The times from eye open to eye 80% open (after being closed)</td>
</tr>
<tr>
<td>( r )</td>
<td>red</td>
</tr>
<tr>
<td>( g )</td>
<td>green</td>
</tr>
<tr>
<td>( b )</td>
<td>blue</td>
</tr>
<tr>
<td>( c_b )</td>
<td>Blue different chroma component</td>
</tr>
<tr>
<td>( c_r )</td>
<td>Red different chroma component</td>
</tr>
<tr>
<td>( hue )</td>
<td>Properties of colour</td>
</tr>
<tr>
<td>( y_{\text{min}} )</td>
<td>Minimum y axis</td>
</tr>
<tr>
<td>( y_{\text{max}} )</td>
<td>Maximum y axis</td>
</tr>
<tr>
<td>( x_{\text{min}} )</td>
<td>Minimum x axis</td>
</tr>
<tr>
<td>( x_{\text{max}} )</td>
<td>Maximum x axis</td>
</tr>
<tr>
<td>( R )</td>
<td>radius</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>epsilon</td>
</tr>
</tbody>
</table>
\[ B(x, y) \] A bounding rectangle

\[ sm \] Small region of pixels

\[ bg \] Large region of pixels

\[ g'(x,y) \] Enhanced input image

\[ g(x,y) \] Input image

\[ G_{l\min} \] The minimum input image intensities

\[ H_{i} \] The cumulative histogram

\[ X \] The intensity value

\[ gT \] The adaptive threshold

\[ P_{\min} \] The minimum pixel value

\[ P_{\max} \] The maximum pixel value

\[ sr \] The aspect ratio of the bounding box shape

\[ hbb \] Height of the bounding box shape

\[ wbb \] Width of the bounding box shape

\[ r \] The iris radius

\[ x_{0} \] The coordinate of the iris centre in the \( x \)-direction

\[ y_{0} \] The coordinate of the iris centre in the \( y \)-direction

\[ I(x,y) \] The input iris image

\[ G_{\sigma}(r) \] The Gaussian function
\[ \hat{q} = \{ \hat{q}_u \}_{u=1}^{m} \]

The probability of the colour histogram of the iris

\( M \)

The number of histogram bins

\( x_i \)

Normalised pixel location from 1 to \( n \) with the target iris centred at 0

\( \delta \)

Kronecker delta function

\( b(x_i) \)

The bin for pixel \( x_i \)

\( k \)

The Epanechnikov kernel function

\( C \)

Normalisation constant

\( \hat{p}_u(y) \)

The probability of colour histogram of the target iris candidate model

\( Y \)

Centre position of the current frame

\( H \)

Radius of weighting kernel

\( C_h \)

The normalisation constant

\( d(y) \)

The centre of the iris

\( \hat{p}(y) \)

Estimation of the Bhattacharyya coefficient

\( y_1 \)

New location targeted iris

\( w_i \)

The weight

\( M_{00} \)

Zeroth moment of the region

\( M_{10}, M_{01}, M_{11} \)

First-order moments

\( I(x, y) \)

Probability pixel value within the object region in \( x \) and \( y \) range

\( x_c, y_c \)

The centroid point of the region

\( M_{20}, M_{02} \)

Second-order moments

\( \mu_{20}, \mu_{02}, \mu_{11} \)

Rotation of ellipse

\( \theta \)

Degree of orientation of the ellipse
The semi-major axis of the ellipse

Area of region computed from the zero\textsuperscript{th} moment

Length 1

Length 2

Centre point of the right eye

Centre point of the left eye

Distance between centre points of the irises

Size of the FER

Sum of Absolute Difference (SAD) value of FER in between two frames

The normalise value of SAD

Width of FER

Height of FER

Threshold value of the iris area

The ratio of ED and EMD distances

Centre of right eye

Centre of left eye

The measured length of mouth

The height of the mouth

The ratio of $h_l$ to height of FMR

The result of Local Binary Pattern

Gray level values of the central pixel

Surrounding pixels in the circle neighborhood

xxii
\[ P \]  
Surrounding pixels

\[ R \]  
Radius

\[ ri \]  
Rotational invariant

\[ s(x) \]  
Function binary LBP

\[ u2 \]  
Uniform pattern

\[ \text{riu}2 \]  
Rotational invariant pattern with uniform pattern

\[ \text{ROR}(x,i) \]  
Circular bitwise right shift on the \( P \)-bit number \( x \) with \( i \) time

\[ \text{LBI}^u_{(P,R)} \]  
LBP uniform pattern

\[ \text{LBI}^{\text{riu}2}_{(P,R)} \]  
Combination of rotational invariant pattern with uniform pattern

\[ G_x \]  
The gradient for the horizontal directions

\[ G_y \]  
The gradient for the vertical directions

\[ \text{FWR}_{\text{SAD}} \]  
Sum of the absolute values \( \text{FWR} \)

\[ \text{Normalised}\,\text{FWR}_{\text{SAD}} \]  
The normalised value of \( \text{SAD} \)

\[ \text{BR} \]  
Blink rate

\[ T_{\text{sec}} \]  
Total time of eye closed

\[ A_{\text{sec}} \]  
Average time of eye closed

\[ A_{\text{CBR}} \]  
Accumulated \( \text{BR} \)

\[ A_{\text{CNDsec}} \]  
Accumulated Normalised \( T_{\text{sec}} \)

\[ A_{\text{CAtsec}} \]  
Accumulated \( A_{\text{sec}} \)
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