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Abstract—Feature selection is an important area in the 
machine learning, specifically in pattern recognition. However, 
it has not received so many focuses in Writer Identification 
domain. Therefore, this paper is meant for exploring the usage 
of feature selection in this domain. Various filter and wrapper 
feature selection methods are selected and their performances 
are analyzed using image dataset from IAM Handwriting 
Database. It is also analyzed the number of features selected 
and the accuracy of these methods, and then evaluated and 
compared each method on the basis of these measurements. 
The evaluation identifies the most interesting method to be 
further explored and adapted in the future works to fully 
compatible with Writer Identification domain. 

Keywords-feature selection; filter method; wrapper method; 
writer identification; comparative study 

I.  INTRODUCTION 
Feature selection has become the focus of research area 

for a long time. The purpose of feature selection is to obtain 
the most minimal sized subset of features as long as the 
classification accuracy does not significantly decreased and 
the result of the selected features class distribution is as close 
as possible to original class distribution [1]. 

In theory, more features produce more discriminating 
power. However, practical experience has shown that this is 
not always the case. If there is too much irrelevant and 
redundant information present, the performance of a 
classifier might be degraded. Removing these irrelevant and 
redundant features can improve the classification accuracy. 

The three popular methods of feature selection are filter 
method, wrapper method, and embedded method, as shown 
in Fig. 1 that has been presented in [2]. Filter method 
assesses the relevance of features by looking only at the 
intrinsic properties of the data. A feature relevance score is 
calculated, and low-scoring features are removed [3]. 
Simultaneously, wrapper method uses an induction algorithm 
to estimate the merit of feature subsets. It explores the space 
of features subsets to optimize the induction algorithm that 
uses the subset for classification [4]. On the other hand, in 
embedded method, the selection process is done inside the 

induction algorithm itself, being far less computationally 
intensive compared with wrapper methods [5]. 

 
Figure 1.  Feature selection models 

Studies have shown that there are no feature selection 
methods more superior compared to others [6]. Which 
methods to use sometimes depends on the size of the data 
itself. Using filter methods means to have a good 
computational complexity, but the higher complexity of the 
wrapper methods will also produce higher accuracy in the 
final result, whereas embedded methods are intrinsic to some 
learning algorithm and so only those algorithm designed with 
this characteristic can be used. 

Writer Identification (WI) is an active area of research in 
pattern recognition due to extensive exchange of paper 
documents, although currently the world has already moved 
toward the use of digital documents. WI distinguishes writers 
based on the handwriting, and ignoring the meaning of the 
words. Previous studies have explored various methods to 
improve WI domain, and these studies produced the 
satisfying performance. However, the use of feature selection 
as one of important machine learning task is often 
disregarded in WI domain, with only a handful of studies 
implemented feature selection task in the WI domain, for 
instance the studies conducted by [7], [8], and [9]. 

The goal of this paper is to evaluate the performance of 
various filter and wrapper feature selection methods on some 
small-sized data sets, where the number of features is 
between 1-19 features [10], specifically for WI domain. This 
is also motivated by facts revealed by the scarce focus in 
exploring the usage of feature selection in WI domain. 
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The remainder of this paper is organized into five 
sections. In Section II, WI domain is briefly explained. 
Section III explains each feature selection algorithms chosen 
and used. In Section IV and V, experimental setup is 
presented and the results are shown. In the last section, the 
study is concluded and the future works are proposed. 

II. WRITER IDENTIFICATION 
The individuality of writer lies in the hypothesis that 

everyone has consistent handwriting that is different from 
another individual [11]. The individuality of handwriting 
enables the identification process of the writer of particular 
handwriting through scientific analysis. 

Handwriting analysis consists of two categories, which 
are handwriting recognition and handwriting identification. 
Handwriting recognition deals with the contents conveyed by 
the handwritten word, while handwriting identification tries 
to differentiate handwritings to determine the author. There 
are two tasks in identifying the writer of handwriting, namely 
identification and verification. Identification task determines 
the writer of handwriting from many known writers, while 
verification task determines whether one document and 
another is written by the same writer. 

WI has attracted many researchers to work in, primarily 
in forensic and biometric applications. The challenge is to 
find the best solution to identify the writer accurately; 
therefore the main issue is how to acquire the individual 
features from various handwritings, and thus various studies 
have been conducted and discussed in [12]. 

Bensefia, Nosary, Paquet and Heutte in [13] mentioned 
that in traditional handwriting identification task, there are 
three steps involved, which are pre-processing, feature 
extraction and classification. Previous studies have explored 
various methods to enhance traditional task, and improves 
the classification accuracy. One study has been conducted by 
Muda [13] by incorporating discretization task after feature 
extraction task, and the results shows significantly improved 
classification accuracy. 

This paper extends the work of Muda [13] with a slight 
modification. This paper tries to incorporate feature selection 
after feature extraction task, instead of using discretization 
task. It is expected after the feature selection task, the 
classification result will improve, or similar to original set. 

III. FEATURE SELECTION METHODS 
In this paper, six feature selection methods retrieved from 

various literatures are chosen. Five of them are filter method, 
while the last one is wrapper method, which uses five 
different classifiers. All methods are available in public 
domain. 

A. Filter Methods 
Five filter methods feature selection are considered, 

which are ReliefF, Correlation-based Feature Selection 
(CFS), Consistency-based Feature Selection, also known as 
Las Vegas Algorithm Filter Version (LVF), Fast Correlation-
based Filter (FCBF), and Significance Measurement Feature 
Selection (SMFS). 

1) ReliefF 
ReliefF is an extension of Relief that is first introduced 

by Kira and Rendell [14]. The basic idea is to measure the 
relevance of features in the neighborhoods around target 
samples. ReliefF finds the nearest sample in feature space of 
the same category, called the “hit” sample, then measures the 
distance between the target and hit samples. It also finds the 
nearest sample of the other category, called the “miss” 
sample, and then does the same work. ReliefF uses the 
difference between those measured distances as the weight of 
target feature. The contribution of all the hits and all the 
misses are then averaged. The contribution for each class of 
the misses is weighted with the prior probability of that class 
P(C). 

2) CFS 
CFS ranks feature subsets according to a correlation 

based heuristic evaluation function [2]. CFS selects subsets 
that contain highly correlated features with the class and 
uncorrelated with each other. The acceptance of a feature 
will depend on the extent to which it predicts classes in areas 
of the instance space not already predicted by other features. 
The feature subset evaluation function is 

௦ܯ  ൌ ௞௥೎೑തതതതതට௞ା௞ሺ௞ିଵሻ௥೑೑തതതതത (1) 

where MS is the heuristic “merit” of a feature subset S 
containing k features, ݎ௖௙തതതത  is the mean feature-class 
correlation (f ∈ S), and ݎ௙௙തതതത  is the average feature-feature 
inter-correlation. 

CFS calculates the correlations and then searches the 
feature subset space. The subset with the highest merit found 
is used to reduce the dimensionality. 

3) LVF 
LVF uses a random generation of subsets and an 

inconsistency measure as evaluation function [15]. Two 
instances are inconsistent if they have the same feature 
values but different classes. The inconsistency measure of a 
given subset of features T relative to a dataset D is defined as 

,ሺܶݕܿ݊݁ݐݏ݅ݏ݊݋ܿ݊ܫ  ሻܦ ൌ ∑ |஽೔|ି|ெ೔|೔಼సభ ே  (2) 

where |Di| is the number of occurrences of the i-th feature 
value combination on T, K is the number of the distinct 
combinations of features values on T, |Mi| is the cardinality 
of the class to which belong the majority of instances on the 
i-th feature value combination, and N is the number of 
instances in the dataset D. 

The algorithm requires an inconsistency threshold close 
or equal to zero. Any candidate subset having is rejected if 
inconsistency greater than the threshold. When the maximum 
number of generated subsets is reached, the generation 
process is stopped. 

4) FCBF 
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FCBF uses Symmetrical Uncertainty (SU) to calculate 
dependences of features and finds best subset using 
backward selection technique with sequential search strategy 
[16]. SU is a normalized information theoretic measure 
which uses entropy and conditional entropy values to 
calculate dependencies of features. If X is a random variable 
and P(x) is the probability of x, the entropy of X is 

ሺܺሻܪ  ൌ െ∑ ܲሺݔ௜ሻ݈݃݋ଶሺܲሺݔ௜ሻሻ௜  (3) 

Conditional entropy or conditional uncertainty of X given 
another random variable Y is the average conditional entropy 
of X over Y 

ሺܺ|ܻሻܪ  ൌ െ∑ ܲሺݕ௝ሻ௝ ∑ ܲ൫ݔ௜|ݕ௝൯݈݃݋ଶሺܲ൫ݔ௜|ݕ௝൯ሻ௜  (4) 

 ܷܵሺܺ, ܻሻ ൌ 2 ቂ ூீሺ௑|௒ሻுሺ௑ሻାுሺ௒ሻቃ (5) 

An SU value of 1 indicates that using one feature other 
feature’s value can be totally predicted and value 0 indicates 
two features are totally independent. The SU values are 
symmetric for both features. 

5) SMFS 
SMFS computes the significance measure based on the 

rationale that a significant feature is likely to have different 
values for different classes [17]. The relative frequency of an 
attribute value across different classes gives a measure of the 
attribute value-to-class and class-to-attribute value 
associations. These associations are stored and form a part of 
classificatory knowledge. 

For each attribute Ai, this algorithm computes the overall 
attribute-to-class association denoted by Æ(Ai) with k 
different attribute values. Æ(Ai) lies between 0.0 and 1.0, 
and is computed as 

 Æሺܣ௜ሻ ൌ ቀଵ௞ ∑ ௜௥௞௥ୀଵߴ ቁ െ 1.0 (6) 

where ݎ݅ߴ  is defined as the discriminating power of an 
attribute value Ai

r. 
Œ(Ai) finds the association between the attribute Ai and 

various class decisions the database D has elements of m 
different classes, and is defined as 

 Œ൅ ሺܣ௜ሻ ൌ ቀଵ௠∑ Λ௜௝௠௝ୀଵ ቁ െ 1.0 (7) 

where +(Ai), which denotes the class-to-attribute 
association for the attribute Ai. The significance of an 
attribute Ai is computed as the average of Æ(Ai) and Œ (Ai). 

B. Wrapper Methods 
One wrapper method feature selection, which is 

Sequential Forward Selection (SFS), is also considered. The 
best subset of features T is initialized as the empty set and in 
each step the feature that gives the highest correct 
classification rate is added to T along with the features 

already included in T [1]. The process continues until the 
correct classification rate given by T and each of the features 
not yet selected does not increase. There are five classifiers 
used by SFS, which are Naïve Bayes (NBayes), IB1, 1R, 
Random Forest (RForest), and Negative Selection Algorithm 
(NSA). 

1) NBayes 
NBayes classifier is a simple probabilistic classifier 

based on applying Bayes’ theorem with naive independence 
assumptions [18]. It only requires a small amount of training 
data to estimate the parameters used for classification. This 
classifier uses numeric estimator. Numeric estimator 
precision values are chosen based on analysis of the training 
data. 

2) IB1 
IB1 uses normalized Euclidean distance to find the 

training instance closest to the given test instance, and 
predicts the same class as this training instance [19]. If 
multiple instances have the smallest distance to the test 
instance, the first one found is used. 

3) 1R 
1R uses the minimum-error attribute for prediction. It 

ranks attributes according to error rate [20]. It treats all 
numerically-valued attributes as continuous and uses a 
straightforward method to divide the range of values into 
several disjoint intervals. It handles missing values by 
treating “missing” as a legitimate value. This classifier also 
discretizes numeric attributes. 

4) RForest 
RForest constructs a forest of random trees that considers 

K randomly chosen attributes at each node [21]. This 
classifier performs no pruning, and also has an option to 
allow estimation of class probabilities based on a hold-out set. 

5) NSA 
NSA performs pattern recognition by storing information 

about the complement set (non-self-cell) to be recognized 
and provides tolerance for self-cells and deals with the 
immune system’s ability to detect unknown antigens while 
not reacting to the self-cells [12]. It generates random 
detectors and eliminates the ones that detect self-cells. Non-
self is detected if there is a match between an antigen and 
any of the detectors. 

IV. EXPERIMENTS 
With the goal stated in the section above, an extensive 

and rigorous empirical comparative study is designed and 
conducted. In this section, a detailed description of the 
experimental method is provided. 

A. Dataset 
The comparisons were carried out in dataset coming from 

the IAM Handwriting Database [22]. IAM Handwriting 
Database contains forms of handwritten English text which 
can be used to train and test handwritten text recognizers and 
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C. Environmental Setup 
This paper uses Waikato Environment for Knowledge 

Analysis (WEKA) 3.7.1 to measure the performance of each 
feature selection methods. WEKA came about through the 
perceived need for a unified workbench that would allow 
researchers easy access to state-of-the-art techniques in 
machine learning [24]. WEKA includes algorithms for 
regression, classification, clustering, association rule mining 
and attribute (feature) selection. It is also well-suited for 
developing new machine learning schemes. 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

A. Selection Results 
The number of features selected by feature selection 

methods is the primary consideration of this study. Table II 
shows the number of features selected by each method. Out 
of ten methods, seven methods have been successfully 
reduced the number of features to be used. 

CFS, FCBF, and SMFS are the algorithms that reduce 
number of features the most. Both SFS+IB1 and SFS+1R are 
the second most that reduces the number of feature, followed 
by LVF and SFS+NSA. Surprisingly, state-of-the-art feature 
selection algorithm ReliefF is incapable to reduce the 
number of features at all. It is rather astonishing that two 
widely used classifiers, NBayes and RForest also are not 
capable to reduce the number of features, although in set B, 
SFS+NBayes is capable to reduce the number of features. 

ReliefF and SFS+RForest are not capable to reduce the 
number of features due to the nature of the data itself. 
ReliefF is known to not be able to detect redundant features. 
ReliefF use the distance of neighbor samples, so the weight 
of each feature might have been biased. Meanwhile, 
SFS+RForest is known prone to over-fitting to some datasets, 
and thus it is not capable to reduce the number of features. It 
also does not handle large numbers of irrelevant features. 

B. Classification Accurary 
The second measurement of this study is classification 

accuracy, as shown in Table II. The results show that there is 
no feature selection method yields classification accuracy 
more than 50%. Even so, previous study conducted in [13] 
by using discretized and un-discretized data also shows 
relatively the same classification result. Thus, the 
classification result not to high have already been expected, 
although feature selection is added, due to the various shape 
of words have been used to represent a writer. The results 
can be improved by integrating discretization, and complete 
the whole cycle. 

Based on the classification results, the accuracy is at its 
highest when the number of features is between 4-7 features. 
Overall, LVF yields the most stable and highest 
classification accuracy, followed by SFS+NBayes, 
SFS+NSA, and lastly SFS+IB1. As expected from ReliefF 
and SFS+RForest, the classification accuracy is the same 
with the original set. 

On the other hand, CFS, FCBF, SMFS and SFS+1R 
produce the classification accuracy which is the lowest 
among other results. This is because single feature may not 
have discriminatory power to differentiate each class. 
However, a combination of at least two features is capable to 
increase the classification accuracy. SFS+NSA performs 
quite well in most dataset, although it is not producing stable 
results. In the contrary, LVF produces the stable results for 
all datasets. 

The average results also show that CFS, FCBF, SMFS, 
and SFS+1R perform poorly. This is because the feature 
selection methods are more suitable when handling high-
dimensional data, because these methods analyze the 
correlation between features, which is feature relevancy and 
feature redundancy. These methods will perform poorly 
when they failed to find the correlation between features. 

TABLE II.  EXPERIMENTAL RESULTS 

Method Criteria Set A Set B Set C Set D Set E Average 

ReliefF (benchmark) Number of selected features 8 8 8 8 8 8 
Classification accuracy 45.99% 45.99% 45.99% 45.99% 45.99% 45.99% 

CFS Number of selected features 1 1 1 1 1 1 
Classification accuracy 4.29% 4.29% 4.29% 4.29% 4.29% 4.29% 

LVF Number of selected features 4 4 4 4 4 4 
Classification accuracy 45.65% 45.65% 45.65% 45.65% 45.65% 45.65% 

FCBF Number of selected features 1 1 1 1 1 1 
Classification accuracy 4.29% 4.29% 4.29% 4.29% 4.29% 4.29% 

SMFS Number of selected features 1 1 1 1 1 1 
Classification accuracy 4.29% 4.29% 4.29% 4.29% 4.29% 4.29% 

SFS+NBayes Number of selected features 8 7 8 6 8 7.4 
Classification accuracy 45.99% 48.19% 45.99% 30.76% 45.99% 43.38% 

SFS+IB1 Number of selected features 2 2 5 2 2 2.6 
Classification accuracy 30.85% 30.85% 40.93% 30.85% 30.85% 32.87% 

SFS+1R Number of selected features 2 1 1 1 1 1.2 
Classification accuracy 38.75% 4.29% 4.29% 4.29% 4.29% 11.18% 

SFS+RForest Number of selected features 8 8 8 8 8 8 
Classification accuracy 45.99% 45.99% 45.99% 45.99% 45.99% 45.99% 

SFS+NSA 
(proposed technique) 

Number of selected features 5 4 5 5 4 4.8 
Classification accuracy 45.76% 48.06% 40.02% 30.21% 40.25% 40.86% 

Although ReliefF and SFS+RForest yield the highest 
average classification accuracy, there are no features reduced 
and hence the classification result is equals to original set 

classification result. As discussed in the previous section, the 
nature of data affects the performance of these two feature 
selection methods. 
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Even though there are no feature selection methods 
capable to increase the classification accuracy more than 
50%, however, these results are motivating to develop a 
novel feature selection method that is able to significantly 
improve the classification accuracy. This is because even 
though the classification accuracy does not improved, the 
number of features is still reduced, and thus reduces the 
workload of the classification task. 

VI. CONCLUSIONS AND FUTURE WORKS 
An extensive comparative study on feature selection 

methods for handwriting identification has been presented. 
This paper compared the merits of six different feature 
selection methods; five of them are filter methods, while the 
last one is wrapper method which uses five different 
classifiers. The experiments have shown that even though the 
numbers of features have been reduced, there is no 
significance improvement toward the classification accuracy. 

The wrapper method is confirmed as the best option 
when it can be applied. In this paper, SFS is selected and 
used. When wrapper is not applicable, the results suggest 
using LVF. LVF produces the best results among other 
methods, both the number of features reduced and the 
classification accuracy, while some state-of-the-art methods 
yields poor results, either in number of features reduced, 
classification accuracy, or both. These results are produced 
by using commonly used feature selection methods, which is 
not purposely developed in handwriting identification 
domain. 

Hence, future works to develop a novel feature selection 
method which is specifically adapted for handwriting 
identification domain based on this experimental study is 
required. The proposed feature selection method is going to 
be compared with feature selection methods discussed in this 
paper. Both discretized and un-discretized data will be used 
to perform the comparison; however the study will not be 
using UMI as the data.  
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