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Abstract: Writer Identification (WI) is one of the areas in pattern recognition
that have created a center of attention for many researchers to work in. Recently,
its main focus is in forensics and biometric application, e.g., writing style can be
used as biometric features for authenticating individuality uniqueness. Existing
works in WI concentrate on feature extraction and classification task in order to
identify the handwritten authorship. However, additional steps need to be per-
formed in order to have a better representation of input prior to the classification
task. Features extracted from the feature extraction task for a writer are in vari-
erous representations, which degrades the classification performance. This paper
will discuss this additional process that can transform the various representations into
a better representation of individual features for Individuality of Handwriting, in
order to improve the performance of identification in WI.
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1. Introduction

In the development of the digital age, paper documents are still exchanged. In some
situations, Writer Identification (WI) is needed to identify the owner of handwriting.
Handwriting identification can be included as a particular kind of dynamic biometric
where the shapes and writing styles of writing can be used as biometric features for authenticating an identity [1–4]. Typically, WI is performed on
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legal papers by means of signature. However, it can also be necessary to recognize the handwritten authorship without signature, such as in case of threatening letter, authorship determination of an old or historical manuscript. The writer can be identified by using limited handwritten text from handwriting. It has a great importance in the criminal justice system and it is widely explored in forensic handwriting analysis [5–8]. There are many issues and scenarios in WI still posing challenges which require further investigations and explorations.

Existing works in WI concentrate on feature extraction and classification task in order to identify the handwritten authorship. However, additional steps need to be performed in order to have a better representation of input prior to the classification task. Features extracted from the feature extraction task for a writer are in various representations, which degrades the identification performance. This paper will discuss an additional process used for transforming the various representations resulting from the feature extraction task into a better representation of individual features. The remainder of the paper is structured as follows. In Section 2, an overview of handwriting individuality is presented. The needs of the proposed process for individuality representation and a brief review of discretization are provided in Section 3 and Section 4, respectively. In section 5, detailed explanations of the proposed solution in the WI domain follow. The experiments to prove the proposed process are discussed in Section 6. Finally, conclusion is drawn in Section 7.

2. Individuality of Handwriting

Handwriting has long been considered as individualistic. It rests on the hypothesis that each individual has consistent handwriting [1, 9–14]. Fig. 1 shows the handwriting of the same words and Fig. 2 of different words by three writers. Each person is seen as having a specific texture [9, 14] and can be observed in the both figures. The shape is slightly different for the same writer and quite different for different writers. This is known as Individuality of Handwriting. It can be measured by similarity measurement of variance between features of a writer (intra-class), which must be lower than different writers (inter-class) [19, 13, 15, 16]. Good individual features must obtain the lowest similarity error for intra-class and the highest similarity error for inter-class. Therefore, it is vital to acquire individual features from handwriting to satisfy this requirement for identifying the handwritten authorship. The individuality of handwriting concept is defined as authorship invariance, which has been discussed in [17].

![Handwriting Samples](image.png)

**Fig. 1.** Same word by different writers.
3. Individuality Representation

Good features as input to a classifier are important in order to obtain good performance in identification. Usually, extracted features directly perform the classification task in order to identify a writer. These features do not portray individual features of a writer, because the writer is represented by various features. Various representations lead to a large variance between features for intra-class (same writer) and small variance in inter-class (different writers). Apparently, another process is needed to improve the authorship invariance. This proposed process is known as invariant discretization and it is meant to reduce the variance between features for intra-class and increase the variance between features for inter-class. An overview of investigation that leads to the need of an additional procedure prior to the classification task in order to improve the identification performance of WI is shown in Fig. 3 below.

Fig. 2 Different word by different writers.

Fig. 3 An overview of the investigation.
4. Discretization

Discretization is a process of dividing a range of continuous attributes into disjoint regions (interval), whose labels can then be used for replacing the actual data values [18]. It involves searching for "cuts" that determine intervals and unifying the values over each interval. All values that lie within an interval are mapped to the same value, in effect, converting numerical attributes that can be treated as symbolic [19]. Discretization is claimed as a solution to the problem of rough set theory, which cannot deal with the continuous attributes and a very large proportion of real data sets including continuous variables [20]. As reported in [21], through the discretization process, data sets are closer to a knowledge representation, they are easier to understand, use, explain, and the data can also be reduced and simplified. Moreover, the learning process becomes more accurate and faster. However, empirical results show the superiority of classification methods depends on the discretization algorithm used in the preprocessing process.

There are many discretization algorithms, which can be categorized in three basic perspectives. They are supervised versus unsupervised, global versus local, and dynamic versus static [22]. In the supervised method, class information is in hand, while no classification information is available for the unsupervised method. The perspective of global versus local describes the global method as discretizing all attributes in entire space while the local method discretizes a specific attribute of defined data [23]. The global discretization also performs preprocessing prior to the process of constructing a classifier, while the local method performs discretization during the process of classification [18]. Furthermore, the static versus dynamic perspective explains that the static method discretizes each attribute independently without considering interaction between attributes. On the other hand, the dynamic method considers attributes interdependencies in the discretization process.

The supervised discretization is better than the unsupervised one due to its methodology of keeping the class information in the discretization process. The supervised discretization is introduced since the unsupervised method has a problem in dividing all instances into sub ranges by user specified width (range of values) or frequency (number of instances in each interval), which later leads to a poor result because the distribution of the continuous values is not uniform. In the supervised method, class information is used for finding the proper and meaningful intervals caused by cuts-points [21]. The work of Kerber in Dougherty [22] mentions that since the unsupervised method does not utilize instance labels in setting partition boundaries, classification information is lost in the binning process, which results from combining values that strongly associate with different classes into the same bin. The supervised method is also seen as coherent with the Individuality of Handwriting concept in the WI domain because individual features are preserved for the writer class.

5. Adaptation in Writer Identification

This section describes adaptations of the proposed solution in illustrating individual features and improving the variance between features for intra-class and inter-class in WI. It consists of three phases as depicted in Fig. 1.
5.1 Feature extraction

Moment Function (MF) has been used in diverse fields ranging from mechanics and statistics to pattern recognition and image understanding [24] for feature extraction. Extensive usage of moments in image analysis and pattern recognition was inspired by Hu [25] and Alt [26]. MF is used to extract the global shape of image. However, extracting features that represent and describe the shape precisely is a difficult task. A good shape descriptor should be able to find a perceptually similar shape that undergoes basic transformation, i.e., rotated, translated, scaled and affine transformed shapes. Due to the weaknesses of Hu's invariants, Yinan [27] proposed United Moment Invariant (UMI), where the rotation, translation and scaling can be discretely kept invariant to region, closed and unclosed boundary. It provides a good set of discriminated shape features and is valid in the discrete condition. It has also been derived to relate with a geometrical representation of Geometric Moment Invariant (GMI) [25] by considering the normalized central moments as:

$$\eta_{pq} = \frac{\mu_{pq}}{\mu_{00}^2}$$

where \( p + q = 2, 3, \ldots \); and in the discrete form, it is given as:

$$\eta_{pq}' = \frac{\rho^{p+q} \eta_{pq}}{\mu_{00}^p}$$

$$= \frac{\rho^{p+q}}{\mu_{00}^{p+q}} \mu_{pq}.$$  \hspace{1cm} (2)

and the Improved Moment Invariant (IMI) by Chen [28] with the given equation:

$$\eta_{pq}' = \frac{\mu_{pq}}{(\mu_{00})^{p+q+1}}.$$  \hspace{1cm} (3)

Equation (1), Equation (2) and Equation (3) have the factor \( \mu_{pq} \). By ignoring the influence of \( \mu_{00} \) and \( \rho \), the UMI [27] is given as:

$$\begin{align*}
\theta_1 &= \sqrt{\phi_2} \\
\theta_2 &= \frac{\phi_6}{\phi_3 \phi_1} \\
\theta_3 &= \frac{\phi_4}{\phi_1} \\
\theta_4 &= \frac{\phi_6 \phi_4}{(\phi_1 + \sqrt{\phi_2}) \phi_3} \\
\theta_5 &= \frac{\phi_2 \phi_3}{\phi_1 \phi_6} \\
\theta_6 &= \frac{\phi_0}{\phi_4} \\
\theta_7 &= \frac{\phi_2 \phi_3}{\phi_2 \phi_6} \\
\end{align*}$$

where \( \phi_i \) are Hu's moment invariants.

5.2 Proposed invariant discretization

The proposed invariant discretization resembles the simplest unsupervised methods of Equal Width Binning. However, the proposed method is categorized as the
supervised method because class information is used in the discretization process. It globally processes all invariant feature vectors with a dynamic characteristic. It is defined as global discretization with a dynamic characteristic because the discretized process is performed prior to the identification task and depends on all attributes in the data set when obtaining the representation value of an interval. These three factors directly contributed to the invariant discretization process in order to improve the authorship invariance in the WI domain.

5.2.1 Invariant discretization process

A suitable set of interval to represent the extracted features with a representation value is calculated in the discretization process. This representation value is called a discretized feature vector, where the “generalized unique feature” of individual features is obtained from the median of an interval. This generalized feature is used to illustrate the individual feature that is hidden in the individual writing of a writer. To acquire an interval, the range of minimum and maximum data of each writer is divided into a number of interval (cuts) with an equal size. The number of interval is defined based on the number of feature vector columns in the extracted features. As in the example, eight feature vector columns are obtained from the UMI technique. Lower and upper approximation is given to the each interval, and each of the intervals is represented by one representation value. The invariant feature vector that falls within the same interval will have the same representation. The representation value for an interval is calculated based on the writer class (supervised discretization). If two writers have a close or similar invariant feature vector, they will have the same or quite similar interval (cuts) for these two classes. The proposed algorithm does not change the information or characteristic of writer. It just represents the original extracted invariant feature vector in a standard representation with generalized features. Fig. 4 below provides an illustration of the invariant discretization line for the proposed discretization process.
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As mentioned above, the proposed invariant discretization needs the information of writer class in the discretization process. The minimum ($v_{\text{min}}$) and the maximum ($v_{\text{max}}$) invariant feature vectors ($ifv$) for a writer are used to calculate the range of intervals in the invariant discretization line. The line starts from the minimum ($v_{\text{min}}$) invariant feature vector value and ends with the maximum ($v_{\text{max}}$) invariant feature vector value for a particular writer. An interval is an average of invariant discretization line divided by the number of invariant feature vector column. The width ($wd$) of an interval can be calculated with:

$$wd = (v_{\text{max}} - v_{\text{min}}) / f,$$

where:

- $v_{\text{min}}$: minimum value of invariant feature vector for a writer.
- $v_{\text{max}}$: maximum value of invariant feature vector for a writer.
- $f$: the number of invariant feature vector column.

The width is used to define cut points of an interval in the invariant discretization line. Each invariant feature vector that falls within the same interval has the same representation value. The representation value ($rv$) for each interval is an average of interval that is calculated using $rv = (v_{\text{max}} - v_{\text{min}}) / 2$. The representation value for interval one to seven represents the invariant feature vector that falls within $ifv \geq v_{\text{min}}$ and $ifv < v_{\text{max}}$. Meanwhile, the invariant feature vector falls within $ifv \geq v_{\text{min}}$ and $ifv \leq v_{\text{max}}$ is categorized under the last interval. This representation value is known as discretized feature vector that represents the individual features of a writer. An example of transformation of invariant feature vector into a discretized feature vector is presented in Fig. 5 and Fig. 6, respectively.

![Fig. 5 Example of Invariant Feature Vector.](image)

The discretized feature vector obtained from the invariant discretization clearly illustrates the individual features of each writer.
### Neural Network World 3/10, 371-387

|          | 3.10442 | 3.77466 | 0.33512 | 0.33512 | 0.33512 | 1.09369 | 2.17514 | 3.10442 | 1.09369 | 15
|----------|---------|---------|---------|---------|---------|---------|---------|---------|---------|-----
|          | 4.4449  | 4.4449  | 0.33512 | 0.33512 | 0.33512 | 3.10442 | 5.11514 | 3.77466 | 0.33512 | 15
|          | 3.10442 | 3.10442 | 0.33512 | 0.33512 | 0.33512 | 1.76303 | 4.4449  | 2.43418 | 1.09369 | 15
|          | 3.10442 | 3.77466 | 0.33512 | 0.33512 | 0.33512 | 1.76303 | 4.4449  | 3.10442 | 0.33512 | 15
|          | 3.77466 | 4.4449  | 0.33512 | 0.33512 | 0.33512 | 3.77466 | 3.77466 | 4.4449  | 0.33512 | 15
|          | 2.74261 | 3.37473 | 0.302378 | 0.302378 | 0.302378 | 3.95211 | 3.59521 | 2.74261 | 0.928399 | 16
|          | 3.37473 | 3.95211 | 0.302378 | 0.302378 | 0.302378 | 3.95211 | 3.43736 | 3.95211 | 0.302378 | 16
|          | 3.95211 | 3.02378 | 0.02378 | 0.02378 | 0.02378 | 2.74261 | 4.55686 | 3.37473 | 0.328359 | 16
|          | (3.18087) | 4.55686 | 0.347021 | 0.347021 | 0.347021 | 1.79279 | 4.55686 | 3.74927 | (3.47021) | 17
|          | (3.18087) | 3.18087 | 0.347021 | 0.347021 | 0.347021 | 3.18087 | 3.18087 | 3.18087 | (3.47021) | 17
|          | 3.87492 | 5.263   | 0.347021 | 0.347021 | 3.95211 | 3.87492 | 4.55686 | 5.263   | 0.347021 | 17
|          | 3.82498 | 3.82498 | 0.33724 | 0.33724 | 3.32498 | 3.82498 | 4.45946 | 3.82498 | 0.33724 | 18
|          | 3.82498 | 3.82498 | 0.33724 | 0.33724 | 2.47082 | 3.82498 | 3.75385 | 3.5025  | 1.12706 | 18
|          | 3.1505  | 3.82498 | 0.33724 | 0.33724 | 1.12706 | 3.82498 | 3.75385 | 3.4065  | 1.12706 | 19
|          | 4.09366 | 4.09366 | 0.310628 | 0.310628 | 3.10628 | 4.09366 | 4.17491 | 4.09366 | 0.310628 | 19
|          | 4.71491 | 4.71491 | 0.310628 | 0.310628 | 4.17491 | 4.71491 | 4.71491 | 4.71491 | 0.310628 | 19
|          | 3.4724  | 3.4724  | 0.310628 | 0.310628 | 3.4724  | 3.4724  | 3.4724  | 3.4724  | 0.310628 | 19
|          | 3.39466 | 3.39466 | 0.298984 | 0.298984 | 2.19872 | 3.39466 | 3.39466 | 3.39466 | 2.19872 | 20
|          | 3.39466 | 3.39466 | 0.298984 | 0.298984 | 1.00278 | 2.19872 | 4.59006 | 2.19872 | 1.00278 | 20
|          | 2.75659 | 2.75659 | 0.258984 | 0.258984 | 1.00278 | 2.75659 | 2.75659 | 2.75659 | 1.00278 | 20

Fig. 6 Example of Descretized Feature Vector.

### 5.3 Classification of identification task

Classification process assigns the digitized image to its symbolic class and classifies the image into categories based on the image data samples that classifier learned in its training stage [29]. The classification task is important in the WI domain because the extracted features must be classified accordingly in order to determine the owner of handwriting. The extracted feature must be a good set of features which represents the Individuality of Handwriting so that the handwritten authorship is reflected. Many approaches have been proposed for proving the Individuality of Handwriting concept in WI. It is to validate the capability of a technique in extracting individual features before it can be applied in the WI. From the literature, the approaches can be categorized as below:

a) Identification accuracy:

This approach is widely applied in the WI domain including [3, 10, 13, 30, 31, 32, 33, 34, 35, 36]. Many functions have been used as a classifier, such as Euclidean Distance, Hamming Distance, Nearest Neighbour classifier, Correlation measure, Bayesian decision, Neural Network, SVM, Hidden Markov Models, etc. However, it is much better if the particular technique can be validated before the identification task because it can minimize the identification error of the identification task. Only the technique that satisfies the Individuality of Handwriting can be applied in the WI domain.

b) Clustering:

The clustering technique has been applied in [11, 12, 16, 37, 38]. It can be measured by features from the same writer grouped in the same cluster,
and features from different writers in different clusters. There are many approaches that have been used to discriminate between features in the cluster, such as the similarity measurement of Euclidean distance, Hamming distance, Minkowski, Bhattacharya, the Kohonen self-organizing map (KSOM) and k-means clustering.

c) Similarity Measurement:

Cha and Srihari [39] proposed several similarity measurers in order to validate the distinctness of features between different writers. These are: convex hull of points, histogram distance, string distance of Levenshtein distance, and Euclidean distance. Manhattan distance has been applied in [40], together with genetic algorithm, in order to select a relevant feature that consists of individual features. Meanwhile, Brink et al. [41] has created vantage profiles of a writer with Euclidean distance measurement in order to discriminate the writer with dissimilarity representations.

d) Statistical Functional:

Literature shows that statistical function also has been applied in many works in order to evaluate the individual features in the data set, such as standard deviation [42, 43] and mean square error [44].

Based on the literature review, it shows that the similarity measurement is mostly applied in classification, clustering or similarity measurement itself. This is due to the correspondence of similarity measurement to individuality of handwriting concept. Moreover, it is easy to implement. However, the identification task is only briefly reviewed in this paper because it focuses on the proposed invariant discretization process and not the classification task. The results of identification task are only shown in the next section as a proof that the proposed discretization can improve the identification performance in the WI domain.

6. Simulation Result

Two types of experiments have been conducted in this paper – authorship invariance and identification accuracy. First experiment is to prove the proposed invariant discretization can improve the variance between features for intra-class and inter-class. The latter experiment should evaluate the proposed discretization in improving the performance of identification using the Rosetta Toolkit [43]. In these experiments, IAM database [46] with 4 400 various images from 60 writers was used.

6.1 Authorship invariance

Authorship invariance is measured by using the Mean Absolute Error (MAE) function. Example of the MAE calculation is presented in Tab. I. The number of images is 20 for one author. Feature 1 to Feature 8 is an extracted feature that represents a word. The invariance of word and reference image (first image) is
given by the MAE value. The small errors signify that the image is close to the reference image. An average of MAE is taken from the value of overall results.

\[
MAE = \frac{1}{n} \sum_{i=1}^{f} |(x_i - r_i)|
\]

(5)

where,

- \( n \) is the number of images.
- \( x_i \) is the current image.
- \( r_i \) is the reference image or location measure.
- \( f \) is the number of features.
- \( i \) is the feature column of image.

<table>
<thead>
<tr>
<th>Image</th>
<th>Feature1</th>
<th>Feature2</th>
<th>Feature3</th>
<th>Feature4</th>
<th>Feature5</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_1 )</td>
<td>0.163343</td>
<td>0.181177</td>
<td>0.11655</td>
<td></td>
<td></td>
<td>0.495573</td>
</tr>
<tr>
<td>( x_2 )</td>
<td>0.266</td>
<td>0.562136</td>
<td>0.0762371</td>
<td></td>
<td></td>
<td>( x_3 )</td>
</tr>
<tr>
<td>( x_4 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>( x_5 )</td>
</tr>
<tr>
<td>( x_6 )</td>
<td>0.189181</td>
<td>0.407061</td>
<td>0.086464</td>
<td></td>
<td></td>
<td>( x_7 )</td>
</tr>
<tr>
<td>( x_8 )</td>
<td>0.189426</td>
<td>0.392827</td>
<td>0.104704</td>
<td></td>
<td></td>
<td>( x_9 )</td>
</tr>
</tbody>
</table>

Average of MAE = 0.326363

Tab. 1 Example of MAE calculation.

Authorship invariance for the invariant feature vector and discretized feature vector is calculated by performing the intra-class and inter-class analysis of MAE value. The analysis result shows that the variance between feature for intra-class (same writer) and inter-class (different writer) using the discretized feature vector gives a better result compared to undiscretized data. It has improved the authorship invariance where the MAE value for intra-class using discretized data is smaller than undiscretized data, and MAE value for inter-class using discretized data is higher than undiscretized data. The lowest MAE value in intra-class indicates the features are most similar to each other for the same writer whilst the highest MAE value for intra-class indicates they are most different to each other for different writers. These results have proved the hypothesis that the proposed invariant discretization can improve the authorship invariance with a standard representation of individual features for the individuality representation. Fig. 7 and Fig. 8 below show the comparison of authorship invariance for the UMI technique with discretized data and undiscretized data for various words and a similar word, respectively.

Uniqueness of individual features for each writer is described by the result in Fig. 7 and Fig. 8. It satisfies the individuality of handwriting concept where the MAE value for intra-class (same writer) is lower than inter-class (different writers). More important is that the individual features are better illustrated by using
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**Fig. 7** Authorship invariance comparison for various words.

**Fig. 8** Authorship invariance comparison for a similar word.
the discretized feature vector when compared to the undiscretized feature vector. The discretized data should have a lower MAE value than the undiscretized data for intra-class (same writer), and the discretized data should give a higher MAE value when compared to the undiscretized data for inter-class (different writers). Furthermore, results for a large number of data are also provided in Fig. 9 to show the discretized data has improved the MAE value for inter-class. However, the intra-class experiment cannot be performed because only limited data can be prepared for a single writer. All illustrations in Figs. 7–9 satisfy the individuality of handwriting concept and show improvement. Thus, it is proven that the proposed invariant discretization gives better authorship invariance when compared to the undiscretized data.

![Fig. 9 Undiscretized vs discretized data for inter-class.](image)

6.2 Identification performance

An experiment has been conducted to evaluate identification performance using the proposed invariant discretization and different discretization techniques in the Rosetta (Rough Set Toolkit) [45]. The comparisons are done with undiscretized data. 4400 data have been divided into 5 data sets in order to form training and testing data sets for the identification task, as shown in Fig. 10.

From the above figure, two data sets – SET 12345 and SET 13524 – have been prepared. Each set consists of three more data sets; (i) 3520 training data with 880 testing data, (ii) 2640 training data with 1760 testing data, and (iii) 2200 training data with 2200 testing data. Three discretization techniques in the Rosetta Toolkit are implemented to obtain accuracy as shown in Table 2 (SET 12345) and Table 3 (SET 13524). These include Naïve (Naïve Algorithm), Semi-Naïve (Semi-Naïve Algorithm) and Boolean (Boolean Reasoning Algorithm). On the other hand, InvDis is a label for Invariant Discretization and UnDis means Undiscretized Data. In the Rosetta Toolkit, we used GA (Genetic Algorithm), John (Johnson’s Algorithm) and 1R (Holte’s 1R Algorithm) as rules reduction prior to the classification.
Fig. 10 Data collection for training and testing.

<table>
<thead>
<tr>
<th>SET 12345</th>
<th>Reduction Discretize</th>
<th>GA</th>
<th>John</th>
<th>IR</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SET 1</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3520 - Train (80%)</td>
<td>Naive</td>
<td>99.97</td>
<td>99.89</td>
<td>99.97</td>
</tr>
<tr>
<td>880 - Test (20%)</td>
<td>Semi-naive</td>
<td>99.97</td>
<td>99.89</td>
<td>99.97</td>
</tr>
<tr>
<td></td>
<td>Boolean</td>
<td>99.20</td>
<td>99.20</td>
<td>20.48</td>
</tr>
<tr>
<td></td>
<td>InvDis</td>
<td>33.56</td>
<td>33.56</td>
<td>33.67</td>
</tr>
<tr>
<td><strong>SET 2</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2640 - Train (60%)</td>
<td>Naive</td>
<td>99.49</td>
<td>99.32</td>
<td>99.49</td>
</tr>
<tr>
<td>1760 - Test (40%)</td>
<td>Semi-naive</td>
<td>99.49</td>
<td>99.15</td>
<td>99.43</td>
</tr>
<tr>
<td></td>
<td>Boolean</td>
<td>98.58</td>
<td>98.58</td>
<td>14.68</td>
</tr>
<tr>
<td></td>
<td>InvDis</td>
<td>30.55</td>
<td>30.55</td>
<td>30.66</td>
</tr>
<tr>
<td><strong>SET 3</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2200 - Train (50%)</td>
<td>Naive</td>
<td>99.0</td>
<td>98.82</td>
<td>99.0</td>
</tr>
<tr>
<td>2200 - Test (50%)</td>
<td>Semi-naive</td>
<td>99.0</td>
<td>98.86</td>
<td>98.91</td>
</tr>
<tr>
<td></td>
<td>Boolean</td>
<td>97.64</td>
<td>97.64</td>
<td>14.45</td>
</tr>
<tr>
<td></td>
<td>InvDis</td>
<td>29.49</td>
<td>29.49</td>
<td>29.53</td>
</tr>
</tbody>
</table>

Tab. II Comparison of accuracy for various discretization techniques using data of SET 12345.
<table>
<thead>
<tr>
<th></th>
<th>Reduction</th>
<th>GA</th>
<th>John</th>
<th>IR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Discretize</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SET 1</td>
<td>Naive</td>
<td>99.77</td>
<td>97.61</td>
<td>99.77</td>
</tr>
<tr>
<td></td>
<td>Semi-naive</td>
<td>99.77</td>
<td>98.64</td>
<td>99.77</td>
</tr>
<tr>
<td></td>
<td>Boolean</td>
<td>97.05</td>
<td>97.05</td>
<td>21.02</td>
</tr>
<tr>
<td></td>
<td>UnDis</td>
<td>34.62</td>
<td>34.62</td>
<td>34.73</td>
</tr>
<tr>
<td></td>
<td>InvDis</td>
<td>99.95</td>
<td>99.56</td>
<td>99.95</td>
</tr>
<tr>
<td>SET 2</td>
<td>Naive</td>
<td>99.89</td>
<td>99.32</td>
<td>99.89</td>
</tr>
<tr>
<td></td>
<td>Semi-naive</td>
<td>99.89</td>
<td>98.69</td>
<td>99.89</td>
</tr>
<tr>
<td></td>
<td>Boolean</td>
<td>97.44</td>
<td>97.44</td>
<td>18.41</td>
</tr>
<tr>
<td></td>
<td>UnDis</td>
<td>29.92</td>
<td>29.92</td>
<td>30.03</td>
</tr>
<tr>
<td></td>
<td>InvDis</td>
<td>99.95</td>
<td>97.95</td>
<td>99.95</td>
</tr>
<tr>
<td>SET 3</td>
<td>Naive</td>
<td>98.18</td>
<td>98.04</td>
<td>98.18</td>
</tr>
<tr>
<td></td>
<td>Semi-naive</td>
<td>98.18</td>
<td>98.09</td>
<td>98.18</td>
</tr>
<tr>
<td></td>
<td>Boolean</td>
<td>96.77</td>
<td>96.77</td>
<td>14.42</td>
</tr>
<tr>
<td></td>
<td>UnDis</td>
<td>26.78</td>
<td>26.78</td>
<td>26.88</td>
</tr>
<tr>
<td></td>
<td>InvDis</td>
<td>99.95</td>
<td>98.18</td>
<td>99.95</td>
</tr>
</tbody>
</table>

Tab. III Comparison of accuracy for various discretization techniques using data of SET 13524.

Both tables show the accuracy of discretized data is higher when compared to undiscretized data, except for Boolean discretization with IR reduction. This is due to the variance between features that have been improved by implementing the discretization technique. Authorship invariance is improved where the variance between features for intra-class using discretized features is lower than undiscretized data. Meanwhile, the variance between features for inter-class using discretized features is higher than undiscretized data. Individual features are clustered into the same interval that explicitly corresponds to the same writer, which directly contributed to better identification performance.

7. Conclusion

The results of MAE value in Section 6.1 suggest that the invariance of authorship using the discretized feature vector for intra-class (same writer) and inter-class (different writers) is improved compared to the undiscretized feature vector. It satisfies the individuality of handwriting concept in WI, where the MAE value for intra-class (same writer) should have a smaller value and the MAE value for inter-class (different writers) should be higher, regardless of any types of words tested. The discretized feature vector obtained from the proposed invariant discretization process has also shown that each writer has its own representations illustrated by the discretized feature vector. It represents the individuality of handwriting concept in the WI domain where each person has its own style of writing. The standard representation for each writer makes smaller variance between features for intra-class (same writer) and larger for inter-class (different writers), compared
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to the original extracted invariant feature vectors. This directly contributed to better performance for individuality of handwriting, as provided in Section 6.2. Thus, this authorship invariance analysis confirms that the proposed invariant discretization is worth further exploration in the WI domain.
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