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ABSTRACT

The clustering research is regarding the area of data mining and
implementation of the clustering algorithms. The image clustering is major part of
data mining where study about how to binds the similar data together in a cluster and
show the meaningful data. There are many algorithm for analysing clustering each
having its own method to do clustering. This clustering technique increasingly
common and has yield many insights into segmentation factors, would effect image
functioning and performance. The enormous researches going on extract image with
background subtraction. We focus on the outlier detection and background
subtraction on image. This project proposed a two color segmentation techniques
such as K-means and Fuzzy C-means clustering algorithm that are accurately
segment the desired images, which have the same color as the pre-selected pixels
with background subtraction. In the software development testing we examine image
based clustering, as we can used clustering by distance base, by pixel (red, green,
blue) value etc., The problem is solved by region based method which is based on
connect component and background detection techniques. The appropriate Java
codes are developed for solve this task. The developed patterns are applied in the
field of real-time analysis. Finally, the algorithm found, which would solve the image

segmentation problem.
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ABSTRAK

Penyelidikan pengelompokan adalah mengenai bidang Perlombongan data
dan pelaksanaan algoritma pengelompokan. Pengelompokan imej merupakan
bahagian utama dari perlombongan data di mana kajian tentang cara mengikat data
yang sama bersama dalam sebuah kelompok dan menunjukkan data yang penuh
makna. Terdapat banyak algoritma untuk menganalisis pengelompokan di mana
setiap kaedah mempunyai kaedah tersendiri untuk membuat pengelompokan. Teknik
pengelompokan menjadi semakin biasa dan menghasilkan banyak wawasan dalam
faktor segmentasi, dan akan memberi kesan yang menjejaskan fungsi dan prestasi
imej. Penyelidikan yang besar berlaku pada ekstrak gambar dengan pengurangan
latar belakang.Fokus kami adalah pada pengesanan luaran dan pengurangan latar
belakang pada imej. Projek ini mencadangkan dua teknik segmentasi warna seperti
algoritma pengelompokan K-means dan Fuzzy C-means yang mengsegmen imej
yang diinginkandengan tepat, yang mempunyai warna yang sama seperti piksel pra-
pilih dengan latar belakang pengurangan. Dalam ujian pembangunan perisian, kami
meneliti pengelompokan berasaskan imej, seperti mana kita boleh menggunakan
pengelompokan berasaskan jarak, piksel (merah,hijau,biru) dan lain-lain nilai.
Masalah ini diselesaikan dengan kaedah berasaskan wilayah yang didasarkan pada
teknik komponen yang bersambung dan pengesanan latar belakang. Kod Java yang
sesuai dibangunkan untuk menyelesaikan tugas ini. Pola yang dibangunkan
digunakan dalam bidang analisa masa-nyata. Akhirnya, satu algoritma ditemui, yang

akan menyelesaikan masalah segmentasi ime;j.
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CHAPTER 1

INTRODUCTION

1.0 Introduction and Background of Study

The set of data objects for analysis for unlike in classification, where class
label of an object is known. This quit common in large database, because assigning
class labels to large number of objects can be very costly process. The process of
grouping the data into the class or cluster is called as clustering. So that, the objects
within the cluster have high similarities in comparison to one another but are very
dissimilar to objects in other clusters. Dissimilarities are assessed based on the
attribute values, which is describing the object. Clustering has its root in many areas,

including data mining, statistics, biology, and image processing etc.

The image segmentation is preliminary implementation of clustering.
According to Pappas T. (1992), the image segmentation may be defined as the
process of dividing an image into disjoint homogeneous regions. These
homogeneous regions usually contains similar objects of interest or part of them. The
extent of homogeneity of the segmented regions can be measured using some image

property (e. g. pixel intensity). On the other hand, clustering can be expressed as
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optimal partitioning of a given set of n data points into ‘e’ subgroups. The data point
belongs to the same groups that are similar to each other as possible. Whereas data
points from two different groups share the maximum difference. Image segmentation
can be treated as a clustering problem where a feature is describing each pixel
corresponds to a pattern and each image region (i.e. a segment) corresponds to a
cluster. Therefore many clustering algorithms have widely been used to solve the

segmentation problem.

Image segmentation is a recent relevant research area in computer vision and
hundreds of segmentation algorithms have been proposed in the past 30 years. Many
segmentation methods are based on two basic properties of the pixels in relation to
their local neighborhoods that are discontinuity and similarity. Method based on
pixel discontinuity are called boundary-based methods and methods based on pixel

similarity are called region-based methods.

According to Pavlidis, T., Liow, Y (1990), it is well experienced that such
segmentation techniques, which based on boundary or region information alone.
Hence, in the last few years, there has been a tendency towards algorithms which
take advantage of the complementary nature of such information. Haralick, R.,
Shapiro, L (1985) proposed that reviewing the different works on region-based
segmentation (surveys on image segmentation). It is interesting to note the evolution
of region-based segmentation methods, which were initially focused on grey-level
images, gradually incorporated color, and more recently texture. In view of
Drimbarean, A., Whelan, P.( 2001) the color and texture are fundamental features in
defining visual perception and experiments have demonstrated that the inclusion of

color can be increase the texture segmentation/classification results without
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significantly complicating the feature extraction algorithms. Nevertheless, most of
the literature deals with segmentation based on either color or texture, and there is a
limited number of systems which consider both properties together. Nowadays the

following areas are widely used in Image base Clustering.

(1) Security (nonsense object detection) .

(i1) Traffic conjunction detection.

(ii1) Distracting meaningful object from image.
(iv) Spatial information by set-lights

As a branch of statistics, cluster analysis has been extensively studied for
many years, focusing mainly on distance-based cluster analysis. Cluster analysis
tools on k- means, k- methods, and several other methods have also been built into
many statistical analysis software packages or systems, such as S-Plus, SPSS
(Statistical Package for the Social Sciences) and SAS (Special Air Service). In
machine learning, the clustering is an example of unsupervised learning. Unlike
classification, clustering and unsupervised learning do not rely on predefined classes
and class-labelled training examples. According to Jain A.K. and Dubes R.C. (1988),
clustering is a form of learning by observation, rather then learning by examples. In
data mining, efforts have focused on finding methods for efficient and effective
cluster analysis in large databases. Khan S. and Ahmad A., (2004) described that the
image active themes of research are focuses on the scalability of clustering methods,
which illustrate the effectiveness of methods for clustering complex shapes, types

of data, high-dimensional clustering techniques, methods for clustering mixed



numerical and categorical data in large database. Clustering is a challenging field of

research in which its potential applications pose their own special requirements.

According to Drimbarean A. and Whelan P.F. (2001), Zéller H.T. and
Buhmann J M. (2002), Many clustering algorithms work well on small data sets
containing fewer than several hundred data objects. However, a large database may
contain millions of objects. Clustering on a sample of a given large data set may lead

to biased results. Highly scalable clustering algorithms are needed.

Many clustering algorithms have been exist in the literature. The clustering
algorithm is difficult to provide a crisp categorization of clustering methods because
these categories may overlap, so that a method may be features from several

categories. Clustering algorithms may be classified as listed in below:

e Exclusive Clustering
» Overlapping Clustering
» Hierarchical Clustering

e Probabilistic Clustering

This project is used only exclusive algorithms and overlapping clustering
algorithms among above said algorithms. In the Exclusive clustering, data are
grouped in an exclusive way. So that, the certain datum belongs to a definite cluster

then it could not be included in another cluster. K-Means clustering as an example.

As per reference of J.L. Marroquin, F. Girosi, (1993), K. Atsushi, N. Masayuki,

(1998). A. Murli, L. D’Amore, V.D. Simone, (1999) and S. Ray, R.H. Turi (1999),
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the K- meaning algorithms using the exclusive clustering technique. This type of

method used in real time application such as traffic light signal.

In the Overlapping Clustering type, use fuzzy sets to cluster data, so that each point
may belong to two or more clusters with different degrees of membership. In this
case, data will be associated to an appropriate membership value. Fuzzy C-Means

clustering as an example.

This project implemented two clustering algorithm on the image that are listed in

below.

e K-means clustering

e Fuzzy C-means clustering

J. MacQueen (1967) and then by J. A. Hartigan and M. A. Wong around 1975
found that K-Means clustering method which is most popular and widely used in
various fields due to the simple, easily implemented, has the ability to cluster large
amounts of data, capable of dealing with outlier data.The linear time complexity O
(nKT) is suitable structure formula where n is the number of documents, K is the
number of clusters, and T is the number of iteration. K-Means algorithm serves to
classify an object that has a similarity (grouping process called clustering) on the
basis of K clusters, where K is the positive integers. K-means is a partitioning
method clustering that separates data into different groups. K-Means able to

minimize the average distance of each data to its cluster With partitioning is iterative.

The characteristics of K-Means algorithm is very sensitive in determining the

initial cluster center for K-Means clustering center generating initial random. At the
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beginning of the generation of random focal point is approaching the final solution
the cluster centers, The K-Means has a high possibility to find the appropriate cluster
centers. Conversely, if the initial center point is far from the final solution the cluster

centers, then the likely cause of inappropriate clustering.

Initial step process of K-Means algorithm that determines the center of each
cluster is almost a kind of later called the centroid. Centroid bias determined at
random,which does the calculation the distance between the centroid of each cluster
of existing and then classified each cluster based on the nearest distance from each
object to the centroid. Then count back centroid, do this repeatedly until the centroid
position does not move anymore. The procedure step of the K-means illustrated in

Fig 1.1 which is describing the basic steps of algorithms.

Y

Distance objects to
centroids

Fig 1.1 General view of K-means

The fuzzy C-Means algorithm is very similar to the K-means algorithm.

Dunn in 1973 and Bezdek in 1981 found that the fuzzy C-Means developed by the
6



