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ABSTRACT 

 

 

Studies in home energy management systems (HEMS) have been focused in improving its 
monitoring and control capabilities to help user conserve electricity. Depending on its 
system features, HEMS are shown to be capable of conserving more than 12% electricity 
annually. As an improvement strategy, appliance recognition technology was later 
integrated into HEMS to enhance the usability of these systems. Appliance recognition 
allowed HEMS to identify home appliances based on the unique power signatures of 
appliances instead of pre-configured plug locations. This meant that the system can 
identify registered appliances when operated at different outlets around the premise. Such 
system capability facilitated better study of user behavior and enhances the accuracy of 
load demand analysis provided to users. With accurate usage statistics, HEMS can thus 
provide better load demand optimization suggestions/advices. However, time consuming 
training procedures required for appliance recognition solutions prevents real adaptation of 
such systems. As a solution, this study applies One-Class Support Vector Machine 
(OCSVM) for automated reasoning of the HEMS in identifying unregistered appliances to 
eliminate the manual procedures needed for appliance training. A proposed design of the 
framework required for automation is also presented in this study. The performance of 
OCSVM was evaluated with by varying 4 eigenvector based feature extraction methods; 
namely, Principal Component Analysis (PCA), Linear Discriminant Analysis (LDA), 
Weighted PCA (WPCA), and Independent Component Analysis (ICA). Evaluation of raw 
and normalized appliance signatures were also performed during feature extraction stages 
to study how normalizing data can affect recognition classification accuracy of the 
OCSVM model. Ten different appliance profiles were used in the experiments and 
OCSVM was shown to work best with NR-PCA feature extraction method using raw 
appliance profiles. The method achieved 100% Precision and 83.5% Recall in detecting 
unregistered appliances through leave-one-out cross validation and acquired an F(1)-score 
of 97.50%. The result acquired showed strong positive relationship based on analysis of 
Matthews Correlation Coefficient. Methods used in this study show promising results 
towards the development of fully automated smart HEMS. 
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ABSTRAK 

 

 

Kajian berkenaan dengan sistem pengurusan tenaga rumah (HEMS) telah lama 
ditumpukan dari segi penambahbaikan fungsi pemantauan dan pengawalan perkakas 
elektrik demi penjimatan tenaga elektrik. Bergantung kepada ciri-ciri yang ada pada 
sistem HEMS, ia mampu mengurangkan lebih daripada 12% tenaga elektrik setiap tahun. 
Bagi meningkatkan lagi kualiti kebolehgunaan sistem tersebut, teknologi pengecaman 
perkakas elektrik telah disepadukan ke dalam HEMS. Pengecaman perkakas elektrik ini 
penting untuk mengenal pasti jenis perkakas rumah melalui ciri-ciri isyarat elektrik 
tersendiri dan bukannya berdasarkan lokasi yang didaftar dalam sistem. Ini bermakna 
bahawa sistem tersebut boleh mengenal pasti identiti perkakas yang dipasangkan di dalam 
rumah secara automatik. Keupayaan ini membolehkan sistem HEMS memantau tingkah 
laku penggunaan sesebuah perkakas elektrik di mana ia akan meningkatkan ketepatan 
analisis terhadap permintaan beban elektrik yang diperlukan oleh pengguna. Dengan 
statistik penggunaan yang tepat, HEMS ini boleh memberikan cadangan/nasihat yang 
bersesuaian dengan cara penggunaan perkakas elektrik. Walaubagaimanapun, 
pengecaman perkakas elektrik masih tidak digunapakai dalam sistem HEMS komersial 
hari ini atas sebab masa yang lama diperlukan untuk mendaftar semua perkakas-perkakas 
elektrik. Dalam kajian ini, kaedah ‘One-Class Support Vector Machine’ (OCSVM) 
digunakan untuk mengecam perkakas elektrik yang belum didaftar dalam HEMS sistem 
secara automatik. Di samping itu, rangka kerja yang diperlukan untuk membenarkan 
pendaftaran perkakas elektrik rumah ini juga diperkenalkan. Sistem yang dicadangkan 
tersebut dinilai berdasarkan prestasi OCSVM dalam membezakan sepuluh perkakas 
elektrik. Empat kaedah penyarian sifat vektor eigen iaitu, Principal Component Analysis 
(PCA), Linear Discriminant Analysis (LDA), Weighted PCA (WPCA), dan Independent 
Component Analysis (ICA) digunakan dalam proses penilaian tersebut. Akhir sekali, 
penilaian juga dilakukan untuk membandingkan penggunaan isyarat elektrik perkakas 
yang asal dengan isyarat yang diproses menggunakan kaedah penormalan. Sepuluh 
perkakas elektrik telah digunakan dalam kajian ini dan OCSVM memerolehi keputusan 
terbaik dengan kaedah NR-PCA. Kaedah ini berjaya mencapai 100% kadar Ketepatan dan 
83.5% kadar Pengingatan dalam pengecaman perkakas baru. keputusan ini telah 
diperolehi melalui cara pengesahan tinggal-luar-satu dan mencatatkan nilai F(1)-skor 
sebanyak 97.50%. Hasil kajian ini menunjukkan hubungan positif yang kukuh berdasarkan 
analisis Korelasi Pekali Matthews. Hasil penemuan kajian ini membolehkan pembangunan 
HEMS pintar yang berfungsi secara automatik. 
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CHAPTER 1 

 

 

INTRODUCTION 

 

 

1.1 Introduction  

Back in the early 80s, home energy monitoring systems were developed with hopes 

to encourage power saving in domestic homes. Installation of the system allowed detailed 

monitoring of electrical power consumption within a premise. These systems were 

designed to provide disaggregated usage data to allow better understanding of power 

wastages so that users are aware of their expenditures and may learn to conserve electricity.  

As the basis platform of home automation systems were similar to those of home 

energy monitoring systems, combination of these two systems were widely implemented 

and were later known as home management systems (HEMS). Unlike early monitoring 

systems, HEMS provide additional functionality to control the power supply of the 

monitored plug outlet. As various advancements were later introduced into HEMS, effects 

of the advancements were questioned by researchers and various studies were performed to 

realize the actual impact of these systems when installed in real households. 

A meta-review of systems up to 2010 as shown in Figure 1.1 revealed that an 

average of 4 to 12% of power consumption in a domestic home can be reduced with help 

from HEMS. While this figure may improve with persistent feedback over time, it also 

revealed how certain features in HEMS may improve the achievable power savings of 

these systems (Martinez E., 2010). Nonetheless, such systems still required passive 
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response from users, relying completely on users’ actions to modify their behavior in order 

to conserve power. In this modern world, such actions are often considered troublesome, 

possibly causing power conservation interests to fade over time. 

 

 

Figure 1.1: Review of annual average household power savings according to HEMS 

feedback (Martinez E., 2010) 

 

Statistics by the World Nuclear Association records that electricity production 

caters up to approximately 37% of greenhouse gas (GHG) emitted into the atmosphere. 

This contributes to a release of around 10 gigatonnes of GHG from electricity production 

alone; with expected increase in electricity production of up to 14% by 2035 (Anon n.d., 

2015). Out of the total electricity produced, 40% of it is used to power residential and 

commercial buildings. GHG affects the earth atmosphere whereby high concentration of it 

depletes the ozone layer, resulting in global warming. By instilling power conservation 

awareness at a domestic level, its effects could be spread widely across all line of work. 
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HEMS address these issues by providing power consumption feedback to users and 

helping users identify wastages while offering advises to conserve power.  

 

1.2 Background 

The earliest HEMS was developed using master-slave protocols through power-line 

carrier (PLC) communication where the master unit can be plugged into any outlet in the 

house while the slave units were installed as intermediates between the appliances and the 

power outlet (Hunt et al., 1986). Power consumption data were updated every 10 minutes 

and may be observed through the master unit in form of daily and monthly bar graphs or in 

tabular formats. The slave units were designed with relays and can be commanded through 

PLC by the master unit to turn on or off its load. To reduce cost, only the master unit is 

built with non-volatile memory to store all consumption data even during power outages. 

 

  

  (a) Master Unit          (b) Slave unit 

Figure 1.2: Hunt’s master and slave energy monitoring design 
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 (a) Time and temperature    (b) Monthly bar graph  

Figure 1.3: Energy usage display in Hunt’s master unit 

 

Back then, researchers were more concerned with development costs and there were 

various technological limitations to improving the systems design. The flourishing of 

inexpensive Internet and wireless technologies today allows realization of various design 

ideas by system researchers to create and command conclusive studies on factors affecting 

the reliability of these systems in real-life situations. Rapid advancement in sensornet 

(networked sensors) research from the past decade has allowed more comprehensive 

understanding toward underlying problems of past HEMS designs to create systems that 

are more deployable into real-life scenarios. 

 

 

Figure 1.4: Energy management system in a smart grid (Aman, 2013) 
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