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ABSTRACT 

 

 

Having smart computerized system which can understand and instantly gives appropriate 

response to human is the utmost motive in human and computer interaction (HCI) field. It is 

argued either HCI is considered advance if human could not have natural and comfortable 

interaction like human to human interaction. Besides, despite of several studies regarding 

emotion detection system, current system mostly tested in laboratory environment and using 

mimic emotion. Realizing the current system research lack of real life or genuine emotion 

input, this research work comes up with the idea of developing a system that able to 

recognize human emotion through facial expression. Therefore, the aims of this study are 

threefold which are to enhance the algorithm to detect spontaneous emotion, to develop 

spontaneous facial expression database and to verify the algorithm performance. This project 

used Matlab programming language, specifically Viola Jones method for features tracking 

and extraction, then pattern matching for emotion classification purpose. Mouth feature is 

used as main features to identify the emotion of the expression. For verification purpose, the 

mimic and spontaneous database which are obtained from internet, open source database or 

novel (own) developed databases are used. Basically, the performance of the system is 

indicated by emotion detection rate and average execution time. At the end of this study, it is 

found that this system is suitable for recognizing spontaneous facial expression (63.28%) 

compared to posed facial expression (51.46%). The verification even better for positive 

emotion with 71.02% detection rate compared to 48.09% for negative emotion detection 

rate. Finally, overall detection rate of 61.20% is considered good since this system can 

execute result within 3s and use spontaneous input data which known as highly susceptible 

to noise.  
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ABSTRAK 

 

 

Mempunyai sistem komputer yang boleh memahami dan memberikan tindak balas yang 

sewajarnya dalam kadar yang cepat adalah motif utama dalam bidang perhubungan 

manusia dan komputer. Menjadi perdebatan adakah hubungan manusia dan komputer ini 

dikira cukup maju sekiranya computer tidak mampu mempunyai interaksi yang natural dan 

selesa seperti interaksi antara manusia dengan manusia. Selain itu, walaupun banyak kajian 

berkaitan pengesanan emosi manusia, kebanyakan sistem kini dikaji dan diuji dalam 

makmal dan tidak dijalankan menggunakan data sebenar dengan emosi sebenar. Oleh itu, 

tujuan utama kajian ini adalah menghasilkan sistem yang mampu mengenali emosi manusia 

melalui ekspresi wajah, menyediakan pangkalan data ekpresi wajah yang spontan serta 

menguji kemampuan sistem tersebut. Projek ini menggunakan bahasa pemprograman 

Matlab, secara tepatnya, kaedah Viola Jones untuk mengesan serta mengekstrak keluar ciri 

wajah dan menggunakan teknik memadankan corak untuk tujuan pengklasifikasian emosi. 

Mulut merupakan ciri wajah yang digunakan untuk mengenal pasti emosi. Bagi 

mengesahkan prestasi sistem ini, pangkalan data mimik dan spontan didapati dari internet, 

sumber terbuka dan penghasilan sendiri telah digunakan. Secara asasnya prestasi sistem 

diukur dengan peratusan ketepatan mengenal emosi serta masa yang diambil untuk 

memproses imej. Di akhir kajian, didapati sistem ini sesuai untuk mengenal pasti ekpresi 

spontan (63.28%) berbanding mimik (51.46%). Bahkan prestasi sistem lebih baik apabila 

menguji pangkalan data emosi positif iaitu 71.02% kadar pengesanan berbanding emosi 

negatif, hanya 48.09% kadar pengesanan emosi. Akhirnya, kadar pengenalan emosi bagi 

keseluruhan sistem adalah 61.20% dan ini dikira bagus kerana sistem ini boleh 

mendapatkan hasil dalam 3 saat dan menggunakan input spontan yang mana ianya 

diketahui mempunyai banyak gangguan. 
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CHAPTER 1 

 

INTRODUCTION 

 

1.1 Background of Study 

  Emotion is very crucial since it has great contribution to the human perception, 

decision making, as well as action execution and control (Surakka and Sams, 1999; Zhu and 

Thagard, 2002). In human-computer interaction, considering human emotion is important for 

creating affective interaction (Emerich, Lupu and Apatean, 2009). Note that, studies related 

to emotion are pioneer by Paul Ekman in 1982. Ekman suggest the six basic emotions and 

the relation of facial features with the emotion. In modern day, emotion could be detected 

via various analysis including visual, speech, physiological signals and combination 

analysis.  

Visual analysis is one of the common methods to be used especially facial 

expression. Facial expression contributes most information while communicating with 

human (Sanchez-Mendoza, Masip and Lapedriza, 2015). Amongst the features that are used 

for emotion detection studies are lips (Huang and Fuh, 2007), eye pupil (Babiker et al., 

2015) and combination of several action units (Zhang et al., 2013). Facial emotion detection 

could be implemented in many areas such as health monitoring (Lucey et al., 2009), driving 

surveillance (Vural et al., 2008), event detection (Ryan et al., 2009), personalized learning 

(D’Mello and Graesser, 2010), and robotics (Zhang et al., 2015).  In medical field for 

example, facial expression emotion detection has been implemented in detecting the various 



 

 

 

2 

 

psychological problem including anxiety (Huang et al., 2013) and depress (Meng et al., 

2013). 

Beside visual analysis, speech analysis is another common method to detect emotion. 

Speech analysis involved acoustic and lexical aspects. While acoustic refer to the intonation, 

lexical referred to the selection of words to be used. Speech emotion detection system is 

widely been used in many applications for example, web movies, computer tutorial (Litman, 

Forbes and Silliman, 2003; Litman and Forbes-Riley, 2004) and in car board application. 

Next is physiological signals or biological signals.  This emotion detection utilized 

the used of human involuntary action such as body temperature (Quazi et al., 2012), 

heartbeat (Valenza et al., 2014) and breathing rate (Zhang et al., 2017) to detect emotion. As 

compare to other methods, this method is more reliable since biological signals hard to be 

fabricated. Amongst the applications which utilized biological signals is driver stress 

detector (Chen et al., 2017). 

Realizing advance human computer intelligent has wide range of applications, a 

study related to human reaction and emotion under natural environment is done. This Human 

Spontaneous Emotion Detection System study focuses only on emotion detection via facial 

expression. A pattern detection is used to classify emotion into positive and negative 

emotion.  It is a hope that in near future this detection system could be adapt into computer 

and robot. 

 

1.2 Motivation 

 Adapting computer system or robot to be an ideal human companion as well as an 

assistant is the ulterior motive in human related interaction field. However, for these 

technologies to live together with the human, they need to perceive certain level of 
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intellectual. The capability of understanding emotion as well as respond appropriately and 

instantly are amongst the criteria for them to be sociable technologies. Therefore, motivated 

by these ideas, this project produces a system that has an instant emotion detection process. 

It is hope that this system could be implemented to the computer and finally the robot soon.  

When computers and robots have greater sensitivity to human feeling, the dream of having 

them as human ideal helpers could be realized soon. 

 

1.3  Problem Statement 

 Nowadays, there has been emerging interest of enhancing every aspects of the human 

and computer interaction. It also been argued, is current computer system achieve effective 

human-computer intelligent interaction if the interaction cannot occur spontaneously like 

human-human interaction. Computer system does not have emotion or react to emotions. 

Moreover, current detection system studies and tested in controlled environment which is not 

represent real life situation. So it is a great challenge in so call computer intelligent system. 

(Sebe et al., 2007). 

In many applications of human–computer interaction, it is important to be able to 

detect the emotional state of the person in a natural situation. This is because emotion that is 

produce under controlled environment and mimic has subtle different than the spontaneous 

emotion (Sebe et al., 2007). In terms of emotion detection via facial expression, pose and 

genuine emotions have slight differences in intensity and duration of facial movement 

(Ekman and Friesen, 2003). This happened since both emotions have different neural 

pathway results in slight differences in facial expression. However, despite of the need for 

authentic emotion which can represent spontaneous reaction in real life condition, most of 

the studies still used posed emotion such as  (Cohen et al., 2000; Mencattini et al., 2014).  
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This happened since obtaining authentic spontaneous emotion requires significant effort in 

the selection of proper stimuli which can lead to rich display of intended emotions (Happy et 

al., 2017). It is also time consuming (Wang et al., 2010). 

Even though experiment that is close to real life situation is considered as an ideal set 

up, the process of obtaining data would be challenging. It involved many unknown external 

parameters. According to Sebe et al. (2007), several aspects need to be considered for 

obtaining the genuine emotion which are method to induce, record, and testify the 

authenticity of the emotion. Moreover, emotion could not be expressed in rush, and some 

people would not act normally when they know they are being recorded. Besides, not all 

people expressed their feelings well and it may differ according to their life environment and 

experience. The processes and procedures of obtaining and developing genuine emotion 

database is challenging and difficult. Hence, because of these obstacles, most of the previous 

study used posed emotion rather than genuine emotion.  

 

1.4 Research Question 

 Enhancing emotion detection algorithms and verification using spontaneous emotion 

lead to the questions as follows: 

i. What will be the algorithm that can detect spontaneous emotion in instant time? 

ii. How to induce, record, and verify the spontaneous emotion? 

iii. Is the spontaneous facial expression database and algorithm is applicable? 

 

1.5 Hypothesis 

 Inducing and recording spontaneous emotion is possible depending on the method, 

subjects and environment that take place. Next, it is deduced that inducing the emotion of 
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someone that does not directly involved and has knowledge regarding this study will be 

helpful to create natural environment and respond. 

Finally, it is predicted that negative emotion would be difficult since negative 

emotion normally require people to totally immerse in their feeling, before it can be seen 

through the expression. 

 

  1.6 Objectives 

 The main objective of this research is to enhance algorithms that can be implemented 

on a robot, so that the robot can recognize human emotion. However, to achieve the main 

objective, the following objectives need to be achieved first. 

a) To enhance an algorithm that can allow spontaneous emotion detection. 

b) To develop spontaneous facial expression database. 

c) To verify the performance of the emotion detection system in term of detection 

rate. 

 

1.7 Scopes and Limitations 

 In order to provide clear boundaries for this study, the scopes and limitations of this 

study are set as follows: 

i. The emotions to be detected are labeled in general as positive and negative 

emotion. Studies have shown that the confusion normally happens while 

classifying almost similar emotion into detail emotion. For example, angry, hate 

and sadness or funny, happy and content. These emotions are hard to be 

differentiated and tend to be misinterpreted with one another. Therefore, to avoid 

confusion, this study classified emotion as two general groups, which are positive 
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and negative emotion.  These two opposite emotions have distinct features and 

behavior from each other, thus easier to be differentiated. Moreover, recognizing 

emotion as positive and negative response is sufficient in the most applications, 

especially involving human robot interaction and education field.  

ii. The detection focuses only on facial areas, specifically lip features only. This is 

because lips show obvious muscle movement while displaying emotion. 

Moreover, narrowing facial area to be studied could shorten the execution time.  

iii. This study only focuses on 2D upright frontal images. Images that will be 

examined must have complete eyes, nose and mouth features. If one of the 

features is missing, image will be excluded from further verification. This is due 

to algorithm limitation that needs eyes, nose and mouth location in order to locate 

and extract features. 

iv.  Developed algorithms for emotion detection will be done by using MATLAB. 

v. The experiment will be done in a normal environment where lighting is sufficient 

at room temperature. However, there is no certain value is set since the aim of the 

experiment is to have as near as real life surrounding as possible. Any images that 

do not have sufficient lighting will be excluded from further verification. 

vi. The distance between camera and participants are set under 1m (only for own 

spontaneous database setup). 

vii. All participants fare assumed does not have occlusion and accessories such as 

spectacles are ignored.  

viii. Amateur decoder is sufficient for this experiment since it only involves general 

emotion classification. 

ix. This study is carried out for studying Malaysian spontaneous facial expression. It 

is assumed the Malaysian multicultural have same display rule emotion. 
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However, for testing purpose, the databases used may include other than 

Malaysian images. 

 

1.8 Thesis Outline 

 This thesis is structured as follows: 

 Chapter 1 starts with the general ideas of emotion detection in the introduction. Next, 

in the problem statement, research objectives and scope of the research, basic foundation of 

this study is stated. Finally, the general overview of every chapter is explained in the outline 

section. 

 Chapter 2 is a chapter that review associated studies of emotion detection, 

innovations and technologies. In this chapter, brief discussion and comparison are done in 

term of techniques, algorithms, technologies and methodologies used. This chapter is vital 

for guiding, supporting and arguing the flow of work for this study. 

 Chapter 3 evolves around the methodology that we used for this study. Hardware, 

software, algorithms and experiment details are amongst the main issues that being discussed 

in detail.   

 Chapter 4 of this thesis explains the results and analysis that has been done for this 

study. The analysis in numerical data aids in determining the system feasibility and 

effectiveness to achieve its target. 

 Chapter 5 states the conclusion of the research, research contribution and 

recommends future works in this area. 


