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ABSTRACT 
 
Computer applications nowadays relies on physical storage 
either to store the computation information or for the 
application itself. As the application become more complex 
and being used day after day, the data will be growing causing 
issue with lack of free space especially in fog computing 
where the storage resource is limited. Despite increasing disk 
storage or even migrating the data into the cloud would 
resolve this issue but this would also increase the overall cost 
as well. Thus, the objective of this paper is to analyse the 
difference between non-relational database with relational 
database in term of storage capacity. First the data from 
relational database will be taken and converted into a 
standard format and later turned into non-relational database. 
The result from the analysis will provide motivation for 
proposing database storage to be implemented in fog 
computing environment.  
 
Key words: Fog Computing, Non-Relational Database, 
Standardized Data.  
 
1. INTRODUCTION 
 
With the mass usage of software applications, the amount of 
data that is received and send could become countless of 
terabyte[1]. According to research done by [2], the number of 
devices on the internet become more than 50 billion devices 
by the year 2020 and the number will keep on increasing day 
by day together with the popularity of Internet of Things(IoT) 
[3] that is connected though via network . This is supported by 
[4] where the author emphasize that there are 16 million 
wireless network devices that only make small fraction of 
network devices around the world. A study performed by [5] 
also highlight the issue of storage technology in Big Data for 
storing data in vast amount is becoming serious issue. These 
 

 

massive of devices scattered around the edge of internet are 
capable to generate zettabytes of data which raise the issue of 
how will the gigantic data is stored? The most widely use 
database to store information in the web is via relational 
database [6] such as Oracle and MySQL which sometime 
known as relational database management system (RDBMS).  
 
The RDBMS will store the information in the form of tables, 
rows and columns or also known as schema [7] which refers 
to the design or conceptual how the data will be stored in the 
physical storage. Regardless of different types of database, all 
of them should contain physical files residing on server hard 
disk storage and those files will keep on growing and taking 
spaces as it keeps on receiving data from applications from 
time to time [8].  The schema will then be saved in physical 
storage in term of files with certain extension depending on 
type of database being used for example a MySQL database 
will have files with extension of .ibd and .frm which refer to a 
certain table that is declared in the MySQL. This means if 
there are multiple tables that are declared in the database, 
then it should have multiple .ibd and .frm files and each of the 
file will allocate certain size in the hard disk or physical 
storage. Theoretically, the bigger the data, the larger the 
physical files that will allocate in hard disk storage.  
 
As data becoming complex and growing, there is a need for 
software applications to save and retrieve data on the edge of 
network without having to depend on the type of database [1]. 
In addition, the vulnerabilities face by RDMBS such as SQL 
injection [9] would make the data residing on both cloud and 
fog devices exposed to data unavailability and interruption. 
Instead, the data would rather being stored in plain text file 
with standard key-value format [10] which can be read by any 
devices from different platform and hardware [11] that is 
known as non-relational database.  The data in the file can be 
stored or transmitted from one device to other devices or it can 
also send to the central cloud server. This characteristic of 
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database is suitable to be used by fog computing devices such 
as Raspberry Pi or Mobile devices that has similar concept 
with research done by [12].  
 
This paper is structured into five sections as follows; Section 2 
will explain the related works that involve in this research 
while Section 3 will describe the methodology for the 
conversion of data from relational database to non-relational 
database as Section 4 will discuss on the result as well as the 
analysis from the result. Lastly the Section 5 will conclude the 
research as well as highlight the significant of the result and 
the future recommendation. 
 
2. RELATED WORKS 
 
In this section, we will explain on the type of storage that are 
available to be implemented in fog computing. In this paper 
we will categorized two types of distributed database storage 
as follow; relational database [7] and non-relational database 
[13]. 
 
2.1. Relational Database 
 
The relational database is a type of database that stores data in 
a table and information should be normalized [14] which 
mean the information must be separated in different table to 
ensure data is not redundant and also to ensure data integrity. 
Each table could be linked together with a foreign key [7]. 
Through the foreign key, the data from two or more table 
could be joined when performing query to fetch back the 
information.  
 

 
Figure 1: The Centralized Cloud Database 

 
Information should be correctly filtered in order to store the 
data in the correct table thus, a database design is crucial [7] 
to identify which data belong to which table. The design could 
be complex depending on functionality and modules of the 
application and even two or more application could be 
sharing the same database. The database could be parked on 
cloud hosting as shown in Figure 1 or it can be installed on 
certain machine which will become the server. The server 
would become distributed database as they have multiple 
copies of database as depicts in Figure 2. Here, the database 
servers are deployed at the same site with application server. 

If the server is not park on the cloud, the server should be 
equipped with high CPU processing and larger storage to 
store all the information. 

 
Figure 2: The Distributed Database 

 
Most of relational database use Structured Query Language 
(SQL) in order to perform Create, Read, Update and Delete 
information as exemplified in Figure 3. However, if the 
database containing humungous of data, there could be issue 
with the performance [8] as the server could take longer time 
to run required query especially through complex and nested 
query. Relatively, a bigger data would also cause the database 
file size increase. For MySQL database, the file is the .ibd file 
[15] which is file type associated with InnoDB storage engine 
by Oracle Corporation and this file cannot simply be opened 
by other software or tool except MySQL InnoDB engine 
compiler. Another example of database from Microsoft SQL 
Server (MSSQL) would also contain physical file with 
extension .mdf and .ndf [16] where these file also taking hard 
disk spaces as more data is being stored into the database. 
 

SELECT * FROM TBL_USER  
INSERT INTO TBL_USER VALUES (VALUE1,VALUE2) 
UPDATE TBL_USER SET COLUMN COL1 = VAL1 

Figure 3 The example of SQL statement 
 
2.2 JavaScript Object Notation and Non-Relational 
Database 

 
Non-relational database is another type of data storage 
technique that does not have relationship with other data [17] 
and the data is not store in a view of row and column. Instead 
each of data value is paired with a key, for example, if there 
are 10 data value, then it should be paired with 10 different 
keys. The data is usually in presented in standard 
arrangement of either in format extensible mark-up language 
(XML) or in format of JavaScript Object Notation (JSON) as 
exampled in Figure 4. Here, there are three values and each 
will be paired with key.  
 
Both of the format can be stored as a plain text file without 
having to rely on specific engine or compiler which is suitable 
to be placed in devices of different hardware and operating 
system[18].  A research done by [14] who also focus on 
storing data in plain text having format of comma separated 
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value(CSV), however the author discover that CSV file type 
even though have smaller size but it is much complex to 
perform information retrieval and eventually take more 
processing resources such as memory and processor. A 
research done by [19] where the authors mentioned about 
using Microsoft Excel with enhanced user interface to 
perform query for users that do not familiar with SQL 
statement. This however, would need to depend on specific 
driver called ActiveX Data Object (ADO) which not every 
devices are able to be installed with.  

  
In term of file size, the standardized data format would 
depend on number of characters that present in the file [14]. 
This means the more characters it contains; the number of file 
size will also increase. From here, it is clear that XML format 
generates more characters as compared to JSON format due to 
open and close tag as depicts in Figure 4. Since the data is 
paired with a key, the process of data retrieval could be 
simplified and applications may access the data by 
referencing the key as opposed by CSV where applications 
need to loop through many lines of data. In additions, the 
technique proposed by [14] also prone to logical error due to 
misinformation to map the information to which data.  
 

<user> 
<u_fname>John</u_fname> 
<u_lname>Doe</u_lname> 
<u_gender>Male</male> 
</user> 

{ 
 “u_fname”:”John”, 
“u_lname”:”Doe”, 
“u_gender”:”Male” 
} 

Figure 4: Example of XML(left) and JSON(right) 
2.3 Fog Computing Technology – Shifting the Paradigm  
 
According to research done by [20], the term fog computing is 
referred as the moving the computation process from the 
cloud to the edge of network where IoT devices have the 
capabilities to perform process such as logical process for 
detecting and sending notification direct to user without 
having to wait for cloud processing. Another researcher 
mention that fog computing is another new computing 
paradigm that extends the usual cloud computing service run 
at the edge of network [2] that capable to provide 
communication, computation and storage services without 
relying on the cloud. In other term, the fog devices have their 
own resources such as CPU, memory, storage and even 
operating system to perform similar task with cloud servers.  
 
By running the computational process on the edge of network, 
it could benefit from several aspects especially in term of 
bandwidth and network latency [21] as there is less 
communication required towards cloud servers which proved 
to be effective [22] whenever the client location are distance 
away from central cloud servers. In addition, the processing 
done at fog devices could reduce the workload and save cloud 
resources as only consumption ready information [23] may be 
transmitted to the cloud for further processing and 

information dissemination.  
 
The challenge with fog computing however would relate with 
the hardware capabilities in term of storage and processing 
power [20] that may not be same level with the cloud for 
handling humongous volumes of data. In addition, the issue 
with power supply and depending on batteries as source of 
power also limiting the capabilities of fog and IoT devices [1], 
[23] as fog devices are distributed and scattered around the 
edge of network restricting the duration and number of tasks 
that able to perform. The limitation of data storage [23] has 
proven that the fog devices are restricted to certain amount of 
data and then would need to perform data cleanup [24] by 
deleting old data that is no longer required in order to 
continue the computational task. This has eventually 
contributed to another issue with important old data that still 
need to be stored for future refences as these data could be 
massive and keep on consuming the storage resources.  
 
3.  METHODOLOGY 
  
3.1 Database file Selection 
 
In this section, the step to run and test the file conversion will 
be explained in detail. First, we will take a sample relational 
database from MySQL where it consists of several tables. For 
the sake of experimentation, we will going to take three tables 
from a database and each of the table is labelled with 
Table_A, Table_B and Table_C. Due to restriction in 
personal data protection act, the content of the data will not be 
revealed only the general information of database will be 
explained. The database in summary, is a database for a sport 
application that is developed in web-based application. The 
reason the database is selected as it will simulate the database 
that will be deployed on edge device network which later be 
used for middleware in future work. 
 
The database is a MySQL database running on Windows 
platform. Here, we open through the folder named mysql 
installation folder, inside the folder it should have a folder 
named data and then there are other folders that resemble the 
database entity. We select three identical databases having 
similar schema and then the .ibd file size will be taken note. 
By right the .ibd files should tally with the database 
conceptual design. 

 
3.2 Database Table Information 

 
In this experimentation, the number or rows will be varied 
while the number of columns will be constant at 8 columns. 
Table_A consist of 4098 rows of data with .ibd file size of 352 
kilobyte(kb) whereas Table_B consist of 3276 rows of data 
taking 288 kilobyte(kb) of file size. The Table_C on the other 
hand consist of 3217 rows of data consuming 320 kilobyte(kb) 
of storage size.  Each of the table file will be converted to 
comma-separated (csv) first before turn into non-relational 
JSON format.  
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The data type for each of the column are presented as shown 
in Table 1. The table in general is the bridge table that store 
user information and the score obtained by the user thus it 
consists of a foreign key to relate the data with other table. 
Since the table is a bridge table, the table are mean to have 
many-to-many relationship with other tables. In this 
experiment we do not take other physical files of the 
interconnected tables yet.  

Table 1: The Design of the Table 
Column Name Data Type Data Length 
user_id varchar 4 
range_id varchar 255 
round_no Int 11 
score_mark Int 11 
count_X Int 1 
count_10 Int 1 
count_9 Int 1 
count_M Int 1 

 
3.3 Conversion Procedure 
 
The reason why conversion to csv is needed is because the .ibd 
file is not readable by any kind of compiler other than MySQL 
itself thus it needed to be exported first as a plain readable 
format which is the csv by using the feature in MySQL as 
shown in Figure 5. For the conversion from the csv, we have 
developed a tool that read each of the csv file according to the 
separated delimiter which will then arrange the data 
according to key-value of JavaScript Object Notation.   
 
Although there are available file conversion tools to convert 
the CSV files but for some reason the available existing tools 
generate unnecessary data and characters such as date of 
generated data and some tools even has restricted number of 
data that is generated. As for the reason, we prefer to develop 
on our own tools where later we can enhance the tools for the 
future works. The tool that has been developed will generate a 
JSON array consisting of thousands of JSON objects. All the 
JSON formatted data will then be arranged a single line file 
which is the minimized JSON file that has smaller size. 
 

 
Figure 5: MySQL CSV Conversion Tools 

The process flow of the experimentation is visualized in 
Figure 6 starting by selecting the table to be exported into csv 
which is generated by tool provided by MySQL. Then, we 
took the csv file to the developed tool to turn the csv into json 
file. The process is repeated until all the 3 files from the 
database has been converted into json. All the three files are 
compared, and the file size is recorded in the Table 2. The 
result and the analysis of the file will be discussed in the next 
section. 

4. RESULT AND DISCUSSIONS 
 
From the conversion that had been done in previous section, 
we have compared all the three files size and we presented it 
on Table 2. For Table_A, the original .ibd file has size of 352 
kilobytes and then having size of 84 kilobytes when converted 
to CSV while the JSON file has 523 kilobytes. For Table_B, it 
has been discovered that the .ibd file has 288 kilobytes and 67 
kilobytes for its CSV file whereas the JSON file has 456 
kilobytes. Likewise, for Table_C which has 320 kilobytes for 
its .ibd file and has 62 kilobytes and 344 kilobytes for its 
JSON file. All the JSON files has been truncated for any 
empty spaces to minimize the size as smallest as possible. 
 

 
Figure 6: The process flow of the experimentation steps 

 
Table 2: Result of the File Size 

      File 
  Size(kb) 

 
Table 

IBD CSV JSON No of 
Rows 

Table_A 352 84 523 4380 
Table_B 320 67 456 3540 
Table_C 288 62 394 3300 

 



Mohd Hariz Naim @ Mohayat et al., International Journal of Advanced Trends in Computer Science and Engineering, 9(1.3), 2020, 43 - 49 

47 
 

 

4.1 Analysis of Result 
 
It has been discovered from the experimentation result that 
the JSON file is larger due to additional characters that are 
generated which is the key for each of the value. This means 
that each of the value should be paired with a key and since 
there are thousands of rows and each of row has 8 columns, 
making the key that is generated is multiplied by eight as 
resulted in Table 3.  

 
Surprisingly, even though there are thousands more 
characters that are generated, the percentage of file size 
increment is not significant. The increasing of size is only 171 
kilobytes for Table_A, 168 kilobytes for Table_B and 24 
kilobytes of file for Table_C, making the percentage of 
increase are 48.58%, 58.33% and only 36.80%. For Table_C, 
it has been observed that the data for each row is much 
smaller in length as compared to other table which explain 
why the additional size increment is significantly lower. 
 
From the result, the CSV file showed less file size as there are 
less character as compared to JSON as CSV file does store the 
key for each value and each value is only separated by comma 
and this proves the study made by [14].  Although in the result 
showing the CSV file has much lower file size, it still has 
flaws in term of complex information retrieval where much 
resource in term of memory and CPU utilization are required. 
 
The size of JSON file is indeed larger than the MySQL 
tablespace .ibd file. This mainly due to MySQL has formatted 
the table database file using its own compiler and only certain 
software is able to read the file format which is not suitable to 
be deployed in multiple platform of different hardware 
specifications that do not support the needed software.  

 
As for the CSV file, the size is substantially small but as for 
the processing of information could take more resources. For 
devices that have limited resource of memory and CPU, this 
could contribute to the bottleneck of performance. Plus, the 
absence of key to map the value will make computational 
process much complex and could lead to inaccuracy of 
information retrieval. 
 

Table 3: The Key Generated in the JSON file 
Table No of 

Keys 
Additional 

Size(kb) 
Percentage File 

Increase(%) 
Table_A 35040 171 48.58 
Table_B 28320 168 58.33 
Table_C 26400 106 36.80 

 
JSON file format on the other hand is just a standard text file 
that could be placed in any devices with storage capability. In 
conjunction to that, fog computing devices could vary from 
different hardware and platform, also the hardware could be 
lower specifications of memory and processing power. 
Therefore, a standard file format such as JSON seems suitable 
to be the storage file for fog computing 

The Figure 7 depicts the analysis of the three tables involve in 
the experimentation where the percentage of increase show 
insignificant amount of increment even though the number of 
key generated has multiplied by eight times. This eventually 
will indicate that with the amount of data increase, the 
number of data storage size consumed will not be affected 
much and only taking about 50% less than the total number of 
data in a certain table.  

 
Figure 7: Graph Analysis of Three Different Data Table 

5. CONCLUSION AND FUTURE WORKS 
In this paper, the comparative analysis of the file size has been 
presented where we have compared three different file 
formats as an option to be deployed in fog devices as data 
storage. It can be concluded that the smallest file size is the 
CSV file whereas the biggest file is the JSON file format. The 
CSV file however would suffer from complexity when 
performing computation task such as information retrieval as 
the data is just separated by a delimiter. It also may lead to 
inaccurate information retrieval as the data is not mapped to 
other relational data. 
 
As more row of data is being stored into the database, the size 
of JSON file format is not affected much by the increasing 
number of keys for each value. In fact, the CPU and memory 
resource may also reduce during information processing and 
retrieval as the tasks are simplified through the usage of key 
value in the JSON file. The file size reduction would be 
advantageous to be used in fog computing as it will provide 
more data storage to contrast with fog device storage 
limitations. Here, we can conclude that fog computing has the 
trade off between CPU and memory resources versus storage 
resource in optimizing the file size reduction.  
 
In the future work, we will try to reduce the JSON file size by 
implementing certain file compression technique such as 
lossless compression or using distributed file system 
technique to share file storage among other fog computer 
nodes. Another issues and challenge with compression file 
technique is to reduce the overhead of CPU and memory 
resource during information retrieval. This is due to the 
limitation with fog devices that have capabilities not as par 
with cloud devices and having a heavy computational task 
would mean slower latency for application running on fog 
devices. 
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