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1. Introduction 

In this decade, SMEs have experienced substantial growth. According to the results of research conducted by the 

Retail Research Center, this sector experienced a growth rate of 18.6% in Europe in 2015 and 16.7% in 2016. The 
increasing competition in the SMEs demanded this effort  to improve techniques and strategies to maintain  customer 

satisfaction levels to continue to increase .[1]. The SMEs sector has an important role in the country's economy, 
especially Indonesia. They have proven their existence in  the past few years. SMEs have a proportion of 99.99% of the 

total business actors in Indonesia or as many as 56.54 million units. Based on data achieved by SMEs, in 2013 the 

Abstract: The CLV model is a measure of customer profit fo r a company that can be used  to evaluate the future 

value of a customer. The CLV model is a measure of customer profit fo r a company that can be used to evaluate 

the future value of a customer. This study aims to obtain Customer Lifetime Value (CLV) in each customer 

segment. Grouping uses the K-Means Clustering method based on the LRFM model (Length, Recency, Frequency, 

Monetary). The cluster formation process uses the Elbow Method and SSE with the best number of clusters = 2 

clusters.  CLV values are generated from the multip lication of the results of normalizat ion of LRFM and the LFRM 

weight values are then summed, and carried out on each cluster that has been formed. The highest ranking among 

the 2 clusters is at the second cluster with the CLV value being far the h ighest from the other cluster average of 

0.362. Based on LRFM matrix, this cluster has a high loyalty value with the symbol LRFM L ↑ R ↑  F ↑ M ↑  which 

is a loyal customer (the best segment that has high customer loyalty value). Based on the LRFM symbol, the 

company can make a strategy to retain customers and acquire customers to become loyal customers with high 

profitability. 
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value of exports increased by 9.29% or Rp.182 billion, of which almost 86.33% used independent capital.  [2]. 

Therefore, efforts are needed to improve the progress of SMEs. 
The customer is an asset for the company, and they have different preferences.[3]. At present, companies are 

competing to attract the attention of customers , and this reseach [4] is one of field has studied it. In reality, each 
customer has different needs, expectations and behaviors, so  the company is expected not to treat them with the same 

treatment. The Customer not only have different preferences, expectations, and needs but also different income and 
profiles of cost, therefore must be managed in  different t reatments. [5],[6],[7]. The same treatment for all customers 

will cause customers who are of little value to the company will reduce customer value fo r the company. therefore, a 

method is needed to find out the customer's value to the company. CLV method is a method that connects the value 
given by the company to the customer and the value that the customer gives to the company during the period of the 

relationship between the two. According to [8] Value of the customer can be seen by knowing the value generated at 
this time from all profits for the future of the company. While according to [6] the results obtained from the CLV 

model can be used to evaluate the future value of customers to companies with data mining techniques in detecting 
patterns and relationships in customer data history. 

RFM (Recency, Frequency and Monetary) is one model that can measure CLV value, which is able to estimate the 
life value of customers [9],[10]. In addit ion, the advantage is that this model can also measure the value of customer 

profitability. [11]. The first time the RFM Model was developed by Hughes (1994), is one of the most common 

segmentation method that can identify customer values in companies with 3 variables: recency, communication and 
monetary [12]. Recency calcu lation shows the time since the last customer purchase transaction, frequency indicates 

the number o f purchase transactions, while monetary shows the value of the purchase [13]. Then the RFM model is 
extended with one other variable: Length by Chang and Tasy (2004) [5] which is called the LRFM model (Length, 

Recency, Frequency and Monetary) [14]. This variable length is a variable that measures the length of a customer's first 
and last transaction at a time period. Th is is important to measure in strengthening the value of recency generated by 

customers based on the length of the last transaction with a certain time period. [5]. The LRFM model has the 

advantage of being more appropriate for analyzing customer life time. The d isadvantage of the RFM model is that it 
does not consider customer loyalty, and this has been revised in the LRFM model. [15]. 

The main  step in measuring the value of customer profitability is identify ing customers by using the customer 
segmentation approach [9]. In conducting the segmentation process, existing customers are d ivided into several groups 

according to certain standards. [11]. Data mining is a science that can be used to do the segmentation process. [16] 
“Data min ing is a series of processes to find relationships between items to form new knowledge patterns from large -

sized data and processed with several techniques involving sciences including statistics, and mathematics.”. CLV is 

part of the Customer Relat ionship Model (CRM) activ ity. Data mining can ext ract in formation about customers that are 
important for effect ive strategy building (CRM). CRM activ ities that can be supported t hrough the use of data mining 

include: (1) customer segmentation will p roduce customer segments based on customer behavior characteristics, (2) 
direct market ing campaigns to communicate directly with customers in increasing the number of new customers and 

purchasing products, and (3) market basket analysis to identify related products that are usually purchased together. 
[17].  

The method used in customer segmentation is the clustering method. Clustering is also referred to as data 
segmentation in several applications because grouping large data into groups has similarit ies with the group.[18]. 

Clustering is the process of grouping physical and abstract dataset s from objects into groups of objects that have 

similarities. [19], [20]. Clustering is a method that is widely used in  various fields including customer segmentation, 
customer behavior, customer profitability, data collect ion of forest fires and so on. Various algorithms are used in 

clustering: K-Means, DBSCAN (Density Based Spatial Clustering of Application with Noise), SOM (Self Organizing 
Map) and others. The most commonly used method is the K-Means algorithm. [5]. 

However, K-Means clustering has a weakness in the accuracy of determining the number of clusters. [21], [5], [13], 
[12]. Many researchers have examined the validation method in determin ing the best number of clusters. 

One of the good methods for determining the cluster number is the Elbow Method. [22]. To determine the number of 

clusters using the Elbow method. This method is used in cluster analysis for interpretation and performance testing of 
the level of consistency of the right number of clusters by looking at the SSE value. [23]. At a certain point the graph 

will decrease dramatically with a curve called the elbow criterion. The value then becomes the best value of k or 
number of clusters. [23].  

Therefore this study aims produce Customer Lifetime Value (CLV) with the K-Means clustering algorithm based 
on LRFM models (Length, Recency, Frequency and Monetary). The dataset used as an experiment is SME data sales of 

all operator pulses over a period of 1 January 2018 to 30 June 2018. Before the clustering process is carried  out 

normalizat ion and transformation are carried out to produce a dataset ready for the clustering process. Det ermining the 
best number of clusters is calculated by the elbow method. Then CLV results from the weighting of the LFRM data and 

the analysis and ranking process. 
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2. Related Works 

2.1 Customer Lifetime value (CLV) 

According to Cheng, defining customer value is a model based on calculating the distance between zeros and center 
clusters as a high value and refers to most customer loyalty inside. [21]. CLV is used in calculating the value of 

customer profitability. CLV is calculated after segmenting customers. The CLV value is calculated based on the CLV 

ranking specified for each segment. [8]. CLV calculation uses the equation i. 

   (1) 

Where: 

 

 

 

 

2.2 Legth, Recency, Frequency, Monetery (LRFM) 

According to [24] the LRFM model is a development of the RFM model developed by Arthur Hughes (1994). RFM 

is a model that is widely used in  segmenting customer behavior. This RFM model consists of Recency, Frequency and 
Monetary. Next Chang and Tsay add one variable, namely Length. [5]. According to [24] , the definition of LRFM is as 

follows: 

1) Length isvto measure relationship length between the company and the customer during the analysis period 

2) Recency, which is the last date a transaction was made by a customer to the company during the analysis period. 

3) Frequency is the number of transactions carried out by customers to companies during the period analyzed  
4) Monetary, namely the amount of money that customers spend on companies during the analysis period . 

 
The segmentation method with LRFM gives value accord ing to customer value.  [24]. The customer value will be 

segmented according to each segment in 16 clusters found in Figure 1. [14]. 

 

 

Fig. 1- Customer loyalty matrix basis (Chang & Tsay, 2004) in [14] 

2.3 Clustering 

K-Means is a method that is categorized into partition clustering method. [24], [25]. This condition is caused 
because this algorithm has simplicity and ease of use and users can determine the number of clusters themselves. [24]. 

There have been many ro les of clustering in  segmenting customers based on RFM or LRFM. In a research study of the 
literature review conducted by previous researchers, it appears that the role of K-means clustering techniques, C-means 

clustering, hierarchical clustering, and so on are usually  used for the analysis of customer purchasing behavior 

grouping. Can be seen in Table 1. [14]. 

 



F. Marisa et al., Int. J. of Integrated Engineering Vol. 11 No. 3 (2019) p. 169-180 

 

 

 172 

Table 1- Review of previous researcher [14]  

 

 

The steps in the K-means method are as follows: [24]: 

 
[1].Determining the clusters number. 

[2].Select the initial centroid randomly according to the number of clusters  

[3].Calculate the distance of the data to the centroid using the euclidean distance formula. 

   (2) 

[4]. Update centroid by calculating the average value of values in each cluster. 

[5]. Return to stage 3 if there is still data that moves clusters  or changes in the value of the centroid 

2.4 Elbow Method 

 The elbow method is used to determine the cluster’s number from the dataset, by determin ing clusters so that total 
intra-cluster variation (total within  variation of cluster or total within  cluster sum of square) is min imized. Th is method 

is a visual method, starting with k = 2, and continuing to increase in each step with plus 1 at the value k. At the value of 
k = 3, if there is a drastic change that is inversely proportional to the previous value, then the value before the change is 

considered as the most appropriate number of clusters. [26]. The Elbow Method graph in Figure 2. 

 

Fig. 2 - Elbow Graph to identification elbow point. [26] 
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3. Research Methodology 

In this section the purpose model to CLV is described. 

1). Select data according to the attributes L, R, F and M. 

2). Normalizing the data due to the difference in data between L, R, F and M which is so far that it needs to be 
normalized by the min-max method. 

  (3) 

Where: 

V = min max value 
New max, new min = range min and max 

 
3) Clustering with the best K-Means for k=1 to k=n 

4).Determine the optimal number of clusters with the Elbow method 

5) Choose the best cluster based on the elbow method.  
6) Weighting the LRFM value using the AHP method. 

7) Multiplying the LRFM weight value by an average the LRFM value and add it as shown in equation 8 below: 
 

CLV = L *   (4) 

Where: 

L,R,F,M = Average of customer value 

= weight of each value of LRFM 
 

8) Ranking and analyzing cluster results with LRFM rank. 
 

 

Fig. 3 - Segmentation model of Customer Lifetime Value based of K-Means clustering and LRFM 
 

4. Experimental Result 

4.1 Data Preprocessing Phase. 

The study uses data from SME Customers all pulse servers operators AR-Pulsabiz Malang Indonesia. Total 
customers are 141 in the analysis period January 1, 2018 to June 30, 2018. The data will first be ca rried out in the form 
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of filtering query preprocessing process and transformation. The result of dataset after preprocessing described in Table 

2 and normalization had been done and shown in Table 3. 

Dataset of customer based on L,R,F,M before normalization described in Table 2. 

Table 2 - Dataset before normalization 

Id Length Recency Frequency Monetery 

AR0001 179 179 184 3969775 

AR0004 179 179 430 7175125 

AR0008 179 179 5207 109052900 

AR0010 176 176 656 13453050 

AR0011 164 171 19 195450 

AR0012 178 179 286 9924175 

AR0016 164 173 38 850100 

AR0018 178 179 48 980250 

AR0024 179 179 1038 31893400 

AR0028 179 179 295 7176275 

.. .. .. .. .. 

AR2340 25 179 108 1271725 

 

Dataset of customer based on L,R,F,M after normalization described in Table 3. 

 

Table 3- Dataset after normalization 

Id Length Recency Frequency Monetery 

AR0001 1 1 0.035152 0.036351 

AR0004 1 1 0.082405 0.065745 
AR0008 1 1 1 1 

AR0010 0.98324 0.98324 0.125816 0.123316 

AR0011 0.916201 0.955307 0.003458 0.001739 

AR0012 0.994413 1 0.054745 0.090955 

AR0016 0.916201 0.96648 0.007107 0.007742 

AR0018 0.994413 1 0.009028 0.008936 

AR0024 1 1 0.199193 0.29242 

AR0028 1 1 0.056473 0.065755 

.. .. .. .. .. 

AR2340 0.139665 1 0.020553 0.011609 

 

4.2 K-Means Clustering Phase. 

In the process of counting with K-Means, 5 clusters have been formed, namely 1, 2, 3, 4, and 5. The following are 

the results of graphic processing and visualization of each cluster. 

Table 4 - Cluster with k-1 

Mean/ 

Centroid 
Ln Rn Fn Mn 

AVERAGE 0.80 0.83 0.06          0.05 

Respondents Number %  SSE/Segment 

19.4 

 

Average = 19.4 

Segment 1 100 100.0% 

TOTAL 100 100.0% 
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Table 5 - Cluster with k=2 

Mean/ 

Centroid 
Ln Rn Fn Mn 

Segment 1 0.31 0.42 0.02 0.01 

Segment 2 0.97 0.98 0.07 0.07 

AVERAGE 0.80 0.83 0.06 0.05 

Respondents Number %   SSE/Segment 

2.3 

2.8 

  

 Average= 5.0 

Segment 1 26 26.0% 

Segment 2 74 74.0% 

 TOTAL  100 100.0% 

 

 

Fig. 4 - Visualization graph of segmentation with k=2 

 

Table 6 - Cluster with k=3 

Mean/ 
Centroid 

Ln Rn Fn Mn 

Segment 1 0.27 0.38 0.02 0.01 

Segment 2 0.95 0.97 0.06 0.05 

Segment 3 1.00 1.00 1.00 1.00 

AVERAGE 0.80 0.83 0.06 0.05 

Respondents 

Number %   
SSE/Segment 

1.7 

1.6 

0.0 

  
Average = 3.3 

Segment 1 :23 23.0% 

Segment 2 :76 76.0% 

Segment 3: 1 1.0% 

TOTAL : 100 100.0% 
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Fig. 5 - Visualization graph of segmentation with k=3 

 

Table 7- Cluster with k=4 

Mean/ 

Centroid 
Ln Rn Fn Mn 

Segment 1 0.99 0.99 0.15 0.15 

Segment 2 0.31 0.42 0.02 0.01 

Segment 3 0.96 0.98 0.03 0.03 

Segment 4 1.00 1.00 1.00 1.00 

AVERAGE 0.80 0.83 0.06 0.05 

Respondents Number %  
SSE/Segment 
0.3 

2.3 

0.4 

0.0 
 

Average = 2.9 

  

Segment 1 15 15.0% 

Segment 2 26 26.0% 

Segment 3 58 58.0% 

Segment 4 1 1.0% 

TOTAL 100 100.0% 

 

 

Fig. 6 - Visualization graph of segmentation with k=4 
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Table 8 - Cluster with k=5 

Mean/ 

Centroid 
Ln Rn Fn Mn 

Segment 1 1.00 1.00 1.00 1.00 

Segment 2 0.99 0.99 0.13 0.13 

Segment 3 0.98 0.99 0.03 0.03 

Segment 4 0.26 0.33 0.02 0.01 

Segment 5 0.73 0.84 0.01 0.01 

AVERAGE 0.80 0.83 0.06 0.05 

Respondents Number %  

SSE/Segment 

0.0 

0.3 
0.1 

1.0 

1.0 

  
Average = 2.3 

Segment 1 1 1.0% 

Segment 2 20 20.0% 

Segment 3 42 42.0% 

Segment 4 20 20.0% 

Segment 5 17 17.0% 

TOTAL 100 100.0% 

 

 

Fig. 7 - Visualization graph of segmentation with k=5 

Figure 9 is a chart visualization of all customers and cluster centers, namely the main chart for 5 clusters . 

 

Fig. 8 - Central main chart for 5 cluster. 
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4.3 Select the best cluster with Elbow Method. 

In this test the performance of each number of clusters is adjusted to the range of values in  the Elbow method. The 

following are the results of the SSE performance test in Table 9. Figure 9 and Figure 10. 

                  Table 9 - SSE result 

Number of k SSE difference 

1 19.4 

 2 5.0 14.4 

3 3.3 1.7 

4 2.9 0.4 

5 2.3 0.6 

 

 

Fig. 9 - Elbow Graph Result 

 

Fig.10 - Elbow Graph number of market segment. 

Based on Table 9, the decline is seen in cluster-1 and cluster-2, which  are marked with the most difference values with 
a value of 14.4, while at the next point there is a steady decline. Then the value of k used is 2. 

4.4 Processing CLV Model 

The generated cluster will be mult iplied by the weight of the LRFM value using the AHP (Analytical Hierarchy 
Process) weighting method. In this case, the researcher used the same weight as the study [9] with the values of WL, 

WR, W F, WM, namely 0.238, 0.088, 0.326, and 0.348. This weight is used because each company has its own opinion 
regarding the priorities of each attribute L, R, F and M. This research customer [9] is a retail customer. This is the same 

as the customer studied in this study. 
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Table 10 - CLV value on LRFM Model (Before multiplied by weight result) 

 

 

 

 

Table 11- Ranking CLV on each cluster in the LRFM model. 

 

 

Based on Table 10 and Table 11 thenthe customer segment that has the highest CLV value is in cluster 2 with CLV 
value = 0.362. Based on Figure 1 from the research of Chang and Tsay (2004), this segment has a high loyalty value 

with the symbol LRFM L ↑ R ↑ F ↑ M ↑ which is a loyal customer (the best segment that has high customer loyalty 

value). Based on the LRFM symbol, the company can make a strategy to retain customers and acquire customers to 
become loyal customers with high profitability. 

5. Conclusion and Future Work 

This study produced 2 of the best clusters with elbow and Sum Square Error (SSE) methods. The formed cluster 

has been analyzed to find the CLV value. It is useful in determin ing the profitability value and customer loyalty with 
the LRFM model. Based on the CLV value, the highest ranking among the 2 clusters is at the second cluster with the 

CLV value being far the highest from the other cluster average of 0.362. The second ranking is in cluster-1 with the 
value of CLV is 0.122. Cluster with the h ighest CLV value namely cluster 2 has a customer segment in the fo rm of 

high loyalty with high length values, low recency, high frequency and high Mon etary. This means that customers in this 

segment often make purchases with a high amount of money spent on the company so that this segment is said to be a 
customer with high profitability. Therefore, customers in this segment need to be maintained by prov iding the best 

service so that they are not targeted by competitors. For further research, it can be focused on determining the number 
of clusters because by looking at  the weaknesses of the clustering technique in determining the number of clusters still 

using one method, and the validity of a better number o f clusters needs to be tested with several methods and 
compared. 
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