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Abstract: Machine Learning is one of the methods used for task 

prediction. In the diabetic’s research field, the application of 

machine learning is emerging since the advantages of 

approximation on the prediction technique has significantly given 

insight for many health practitioners. Machine Learning is 

utilized in order to handle the uncontrollable risk factor by 

finding a relation between such a risk factor trough prediction. 

This study aims to review recent machine learning models that 

have been used in diabetes prediction with respect to the risk 

factors in order to prevent diabetes. This study compares the 

performance of the model by justified the accuracy as the baseline 

to evaluate the model. The result of this review shows that the 

Random Forest and Support Vector Machine are the most 

popular technique among researcher. Moreover, from this study, 

it can be seen that Type 2 Diabetes Mellitus (T2DM) has been a 

concern by researchers since the incidence of diabetes was 

increasing in worldwide today that happened from an 

uncontrollable risk factor. 

Keywords: Machine Learning, Diabetes Prediction, Risk 

Factor, Accuracy.  

I. INTRODUCTION 

Diabetes Prediction (DP) is becoming one of the important 

topics in diabetic research. This is because there is a high 

incidence of Diabetes Mellitus (DM) associated with disease 

complications, cost of treatment and other factors that need to 

be controlled. DM is categorized as a Non-Communicable 

Disease (NCD) which is not considered contagious from one 

person to another. Commonly, hyperglycemia is considered 

one of the most significant impacts due to diabetes that affects 

the body in order to normalize blood glucose levels [1].  
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The latest estimation there are 451 million people with 

diabetes in 2017, and this is expected to increase to 693 

million by 2045 [2]. Diabetes is a disease that changes 

metabolism in the body 

indicated by lack of resistance to insulin where the pancreas 

produces insulin in order to maintain the blood glucose level 

in the normal range. A person that having diabetes cannot 

remove glucose automatically from their bloodstreams thus 

this condition that giving an impact into serious health 

problems [3]. There are several types of diabetes such as Type 

1 DM (T1DM), Type 2 DM (T2DM) and another type 

because of hyperglycemia that has been explained by the 

American Diabetes Association [4]. Recent trend shows that 

the incidence of DM is mostly due to T1DM and T2DM. In 

Type 1 DM (T1DM), the immune system attacks the 

insulin-producing pancreatic cells resulting in an absolute 

deficiency of insulin secretion, while Type 2 DM (T2DM) is 

categorized by increased resistance of the body cells to 

insulin, which often co-occurs with limited insulin secretion 

[5]. However, in order to control and prevent the incidence of 

diabetes, early detection can be one solution to managed 

diabetes. That‘s why diabetes prediction becoming one 

important research area in diabetic research.  

Many researchers apply machine learning as a tool in 

diverse studies such as engineering, medicine, life science, 

and computer science especially. However, according to 

Harrington [6], ML is defined as a technique of turning data 

into meaningful information. In the term of diabetes, related 

diabetes information can be produced or collected through 

advanced sensor, digital machine, advance sequencing DNA, 

blood test, super-resolution digital microscopy, mass 

spectrometry, Magnetic Resonance Imagery (MRI) and other 

advanced medical tools where a huge mass production of data 

can be stored into Electronic Health Record (EHR). However, 

a lot of data still needs to be processed and analyzed in order 

to extract important information. ML can be utilized on large 

datasets related to diabetes to extract meaningful information 

and knowledge. Machine Learning (ML) is part of a statistic, 

artificial intelligence and mathematics that can be used to help 

the physician to make an effective clinical decision making in 

terms of diabetic prognosis and diagnosis. ML is a promising 

tool for dealing with learning ability from the data that is 

called ―learn from the experience‖. As we can see in figure 1, 

the standard ML process in data modeling is shown below:  
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Figure 1. Machine Learning Process 

However, this learning process of machine learning is 

typically classified into three different approaches such as 

supervised learning, unsupervised learning and 

semi-supervised learning [7], [8]. Firstly, a simple analogy, 

like student and teacher, supervised learning or active 

learning is a possibility of the learning process based on two 

variable called dependent and independent variable. The 

dependent variable defines as a target/class or label learning, 

then the independent variable can be explained as a predictor 

or attribute. In supervised learning, classification and 

regression techniques are two kinds of learning tasks. The 

different Classification and regression are the task of 

prediction where classification tries to predict categorical 

data, while regression seeks to predict numerical data. Some 

of the most common techniques are Decision Trees (DT), 

Rule Learning, and Instance-Based Learning (IBL), such as 

k-Nearest Neighbors (k-NN), Artificial Neural Networks 

(ANN), and Support Vector Machines (SVM). Second, 

unsupervised does not need an external teacher. It means that 

the process of learning depends on the structure of data or 

relations between variables and without any labels when 

training proceeds. Clustering is the technique that categorized 

into unsupervised learning and the ML that mostly used to do 

clustering, for example, K-Means, K-Medoids, 

Self-Organizing Map (SOM), Fuzzy C-Means, etc. Third, 

Semi-supervised is learning with a label and unlabeled data 

when training applied. Data that has classes is used to form a 

model (knowledge), unlabeled data is used to create 

boundaries between classes. Particularly, Semi-supervised 

learning is used when difficult to find the best feature on the 

data. Furthermore, another learning of ML is Reinforcement 

Learning. This learning type is quite different compared with 

standard learning as mention before which the training 

process is based on direct interaction with the environment 

through trial and failure (trial and error) without any 

knowledge to start while the actions produce the most 

significant rewards. 

The advantage of these techniques is the ability process 

modeling of ML in the era different types of data in which can 

be more effective and create powerful insight when the 

combination based on data are extracted. According to 

Kavakiotis, et.al. [9] state that research in the relations 

between diagnosis, management, administration and other 

social impact give effect to the diabetes are a great concern to 

understand in medical science. The objective of the research 

in the medical field is to extend the quality of life people with 

diabetes when intervention is applied in many possible ways 

[10]. Moreover, ML are potential can be used to understand 

the relation according to a diabetes risk factor. In this case, as 

mention earlier, ML can be used to help medical doctor or 

physician to prevent or monitor diabetes can be more 

effective and efficient in term of decision making. Hence, in 

this effort of study, the current review of literature on diabetes 

prediction are presented. In this study, the rest of the paper is 

organized: Section 2 provides the recent publication reviewed 

in the study; Section 3 presents the result and discussion of the 

review; Section 4 finally, explain the conclusion of the 

review.  

II. REVIEW MACHINE LEARNING METHOD FOR 

DIABETES PREDICTION 

We conduct a literature review on Diabetes Prediction that 

has used a machine learning algorithm. In order to collect all 

the paper that related to our objective, we used the search term 

―Diabetes‖ and ―Prediction‖ and ―Machine Learning‖. The 

database that conducted in this study such as Science Direct, 

PubMed, Springer link, IEEE Explore and Taylor and 

Francis. The limitation of this study only focuses on the 

performance ML model. For additional, we also consider the 

category of risk factor that available as a variable or attribute 

from the dataset or database in the study on each paper. The 

results of the literature review are shown in Table 1 the 

comparison Machine Learning Model for Diabetes Prediction 

application. In this study, we focus on the comparison of 

machine learning models based on the performance result of 

each model. Moreover, we have highlighted factors that are 

related to diabetes in the model as input or dataset and type of 

diabetes that are of research interest.  

Based on previous studies, traditional ML and different 

variation of ML models are used in order to predict diabetes 

by achieving the best accuracy prediction of the model. 

Vignesh and Amalarethinam [11] proposed rule extraction 

algorithm for improving regular covering technique to 

achieve high classification accuracy. The experiment result 

shows an average accuracy of 85.55% for the Pima Indian 

diabetes (PID) dataset by 10 runs of 10-fold cross-validation. 

Another study [12] presents an approach for comparison of 

risk models to improve the prediction capacity using datasets 

that are provided by genome-wide association studies. 

Boosting algorithms have been used successfully to solve the 

case of genome-wide data sets due to linkage disequilibrium. 

Another comparison study that used genetic data has been 

done by [13]. The new variant Decision Tree (DT) has been 

proposed and compared with Random forest using 

Genome-wide association studies (GWASs) dataset to 

discover the genetic basis of complex phenotypes. [14] has 

proposed diabetes treatment, diagnosing, monitoring and 

educating patients on their medication and pragmatic 

technological resources for maintaining blood glucose level 

system through data mining technique on electronic medical 

records by utilizing classification technique. [15] proposed a 

new prognostic approach for type 2 diabetes mellitus based on 

electronic health records. The model was developed using 

random forest classifier and temporal features and feature 

selection. [16] developed a new SVM called WVKSVM 

approach by modifying the kernel matrix in order to 

distinguish between the true and noise variables.  
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The model was examined by comparing the random forest 

(RF) and the normal SVM, and the results show that 

WVKSVM has better prediction ability to improve the 

performance of SVM classifier when utilizing the 

metabolomics datasets.  

 The best method to diagnose T2DM has been investigated 

using data from Tabriz, Iran [17]. The algorithm such as 

support vector machine, artificial neural network, decision 

tree, nearest neighbors, and Bayesian network was chosen to 

handle diagnose of T2DM. The artificial neural network was 

performed to compare the better algorithm. Moreover, [18] 

proposed a novel ensemble method (AdaboostM1 with the 

random committee) to predict diabetes. The same algorithm is 

used to diagnose diabetes, particularly diabetes retinopathy 

through extracted features from heart rate (HR) [19]. Another 

study aims to monitor blood glucose using a sensor of 

continuous glucose monitoring (CGM) [20]. Classification 

Logistic regression model and two-step binary logistic 

regression model are used to analyze the feasibility of using 

CGM-based GV indices from impaired glucose tolerance 

 

 

Table 1. Comparison of Machine Learning Model for Diabetes Prediction 

Reference ML Model Methodology Type of Diabetes Focus Risk Factor Performance Result 

[11] ERCT Algorithms  Quantitative T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Accuracy: 85.55% 

[12] Boosting algorithm Quantitative T1DM 
 Medical History 

/Non-Modifiable Risk 
Factors 

Area Under the ROC 

Curve (AUC): 

0.8805 

[13] 

A hybrid method combining 

T-Trees with the modeling 

of linkage disequilibrium 

Quantitative T1DM and T2DM 
 Medical History 

/Non-Modifiable Risk 
Factors 

T1DM AUC: 0.957 

T2DM AUC: 0.961 

[14] Random Forest Quantitative T1DM and T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Accuracy: 94.66 

[15] Random Forest  Quantitative T2DM  Psychological Factors AUC: 84.22 

[16] WVKSVM Quantitative T2DM  Psychological Factors Accuracy: 97.78%. 

[17] Artificial neural network Quantitative T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Accuracy: 97.18 % 

[18] 
Ada- boostM1 with a 

random committee 
Quantitative T1DM and T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Confusion Matrix: 

81% 

[19] AdaBoost Quantitative T1DM and T2DM  Psychological Factors Accuracy: 86%. 

[20] 
Two-step binary logistic 

regression model 
Quantitative IGT&T2D  Psychological Factors Accuracy: 86.6% 

[21] Random forest Quantitative T2DM 

 Health Behavior 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Accuracy: 71.1% 

[22] Fully Corrective Binning Quantitative T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Accuracy: 85% 

[23] Decision Tree QUEST 
Quantitative dan 

Qualitative 
T2DM 

 Health Behavior 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

 Social Economic 

Accuracy: 78% 

[24] 

Neural Network 

Back-propagation method 

and the Bayesian 

Regulation (BR) Algorithm 

Quantitative 
T1DM and 

T2DM) 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Accuracy: 92% 
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Reference ML Model Methodology Type of Diabetes Focus Risk Factor Performance Result 

[25] 
The stacked generalization 

meta-learner 
Quantitative T1DM and T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Kappa coefficient: 

0.95 (95%) 

[26] 
Hybrid SVM and Feature 

Selection 
Quantitative T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Accuracy: 97.87 

[27] 

Support vector machine 

(SVM) classifier with the 

wolf pack search (WPS) 

algorithm 

Quantitative T2DM   Psychological Factors 
Mean Squared Errors 

Function: N/A 

[28] Random Forests Quantitative T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Accuracy: 83.95% 

[29] E3-SVM Quantitative T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Accuracy: 80% 

[30] K-Nearest Neighbors Quantitative T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Sensitivity 100% 

[31] 

The improved K-means and 

logistic regression 

algorithms. 

Quantitative T2DM 

 Psychological Factors 

 Medical History 
/Non-Modifiable Risk 
Factors 

Accuracy: 95.42% 

 

(IGT) or T2DM and only IGT. Then, [21] proposed decision 

tree and random forest techniques in order to identify the 

associated risk factors of T2DM using Mashhad Stroke and 

Heart Atherosclerotic Disorders (MASHAD). The random 

forest techniques performed best with 71.1% accuracy, 71.3% 

sensitivity, 69.9% specificity, and area under the ROC curve 

measuring 77.3% compare decision tree respectively. 

In another study, [22] proposed prediction scoring method 

5-year type 2 diabetes remission (DR) called 5y-Ad-DiaRem 

using machine learning fully corrective binning. The 

5y-Ad-DiaRem model robustness was validated in three 

independent RYGB cohorts from three European countries. 

The 5y-Ad-DiaRem was more accurate compared to the 

previous studies such as DiaRem and Ad-DiaRem. The study 

[23] utilized data Tehran Lipid and Glucose Study (TLGS) to 

develop prediction models for the incidence of T2DM by 

utilizing 3 types of Decision Tree algorithms. The 

performances of the models were assessed using sensitivity, 

specificity, an area under the ROC curve (AUC), geometric 

mean (G-Mean) and F-Measure. The proposed model called 

The Quick Unbiased Efficient Statistical Tree (QUEST) 

algorithm resulting highest sensitivity and G-Mean among all 

the models for men and women. 

In addition, [24] develop a model Artificial Neural 

Network with 8 input, 2 hidden layers with 10 neurons and 1 

output layer to diagnose diabetes in pregnancies using PID 

dataset. The model is trained using back-propagation to 

correcting errors and Bayesian Regulation (BR) Algorithm 

are utilized to avoid overfitting the data set. Furthermore, the 

model was implemented by building a web-based system for 

diagnosing diabetes. [25] presented a comparison of ML 

model using a private dataset from EHR at Hospital Italiano 

de Buenos Aires, Buenos Aires, Argentina. The stacked 

generalization meta-learner was the greatest model compared 

with another model through Kappa coefficient value of 0.95  

 

(95% CI 0.91, 0.98). A different study was provided using 

characteristic features of toe photoplethysmogram (PPG) as a 

data set for detection T2DM [26]. PPG signals were collected 

from 58 healthy and 83 type-2 DM subjects during routine 

checkup of patients at Medicine out-patient Department 

(OPD) of Dr. B.R.A Memorial Hospital, Raipur, India. A 

model was designed based on Hybrid Support Vector 

Machine and Feature Selection with an accuracy of 97.87% to 

predict T2DM based on data PPG. A similar study that has 

been done before has been presented by [27]. They proposed 

a model support vector machine (SVM) classifier with the 

wolf pack search (WPS) algorithm by conducting private 

dataset from Chi Mei Hospital, Tainan, Taiwan. Hence, the 

difference between this study is the proposed model is 

improved using optimization technique and feature selection 

technique [26] [27].  

A risk prediction model has also been developed in order 

to understand the Single Nucleotide Polymorphisms (SNPs) 

feature related to T2DM using Random Forest (RF) [28]. The 

study also compared RF with SVM and Logistic Regression 

(LR) in order to show the best performance based on the area 

under the ROC curve and RF successfully perform the best 

result of AUC 0.89 on risk prediction without any problem 

such as complexity of features‘ interactions, overfitting, and 

unknown attribute values. Another study [29] proposed a 

classification model called E3-SVM that former as efficient 

and effective ensemble model using the real-world dataset of 

the anti-diabetic drug failure for predict type 2 diabetes. This 

model is designed using the bootstrapping technique or 

bagging technique which bootstrap samples were drawn from 

a given dataset to improve accuracy.  
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The result of the experiment from the proposed model 

E3-SVM show about 80% classification accuracy based on a 

dataset from Seoul National University Hospital in the 

Republic of Korea from 2003 to 2013.  

Behadada et al. [30] applied a k-Nearest Neighbour 

(k-NN) for predicting the relation of metabolic syndrome with 

physiological parameters (age, BMI, level of glucose in the 

blood, etc.). The model has been compared with Naïve Bayes 

(NB) and Artificial Neural Network (ANN) based on 

sensitivity that indicated the performance of the K-NN Model 

achieved 100% fit to this type of data. However, they not 

presenting accuracy for the performance evaluation which is 

become standard measurement for ML. Finally, [31] was 

developing a new model for predicting T2DM using public 

dataset PID and generalize the model by giving a training 

procedure into another dataset that provided by medical 

expertise also from the questionnaire that has been prepared. 

Moreover, the model is compared with another researcher that 

used PID dataset to justify the model. The model was 

developed based on an improved K-means algorithm as 

clustering technique that used to the partitioning class of data 

with the same cluster then logistic regression as a 

classification to afford extracted information that related with 

significant data for predicting T2DM. The result has 

concluding three reasons that justify the model has significant 

improvement. The model show accuracy with 95.42% 

compares from the previous model. Then, the result of 

prediction from two different datasets shows the accuracy 

value of 0.907 and 0.935 that indicate more than 90% 

arcuately. Yet, the time of computation must be considered if 

the learning process from the model are implemented into the 

real system, especially electronic Health record is applicable 

in today hospital database.  

III. DISCUSSION 

In this study, a previous literature study was reviewed with 

respect to Machine Learning application for Diabetes 

Prediction. From the review, we can see there are several ML 

that has been used for instance RF, SVM, LG, ANN, 

Ensemble Learning and a hybrid model that combine in 

different strategies. Recently, the focus development by some 

researcher for predicting T1DM and T2DM. However, 

preventing T2DM has become more concern in every country 

in the word because epidemiology of T2DM significantly 

increases as monitored by the International Diabetes 

Federation and WHO to regularly update the prevalence of 

T2DM [32]. Additional, according to Larsson, et. al. stated 

that T1DM and T2DM are associated with the incidence of 

seven cardiovascular diseases (CVD) that can develop 

complication or death [33].  

Generally, all ML method is quantitative approaches. 

Nevertheless, qualitative approaches can be added to some 

procedure in collecting data, then this makes the ML model 

suitable quantitative or qualitative depending on the research 

process and problem that can be solved. Furthermore, all the 

model has designed through the public or private dataset. The 

public dataset in this term of diabetes mostly used PID dataset 

because available in UCI ML Repository and biological data 

genome-wide association study (GWAS, https:// 

gwas.nih.gov/) data set that is based on single nucleotide 

polymorphism (SNP) [34]. The public dataset is often to use 

since the researcher can develop model easily by comparing 

performance and other parameters in the process of 

experimentation. Then, the competition among the researcher 

in improving knowledge and state of the art method can be 

more competitive. Moreover, private dataset mostly focusses 

in the real problem of data, for instance, Electronic Health 

Record (EHR), case study, questionnaire and so on. This 

condition becoming pro and cont. since the application of 

diabetes prediction model is needed practically in the term of 

clinical decision making. In this study, we are pointing out 

focus on risk factors such as Health behaviors: Tobacco use, 

Alcohol consumption, Physical inactivity, Sedentary activity, 

Fruit/vegetable intake, Simple carbohydrate etc.; Social and 

Economic Factors: Household income, Wealth, Social 

interaction, Food security, Workforce, Education, etc.; 

Psychological Factors: Obesity/Overweight, Systolic, Total 

cholesterol, triglyceride, Blood glucose, etc.; Medical 

History: Race/ethnicity, History of gestational diabetes, Age, 

Family history, DNA, HBA1c, gender, etc., that are 

considered in order to understand typical of data and 

possibility relation between the risk factors when used ML for 

Diabetes Prediction.  

For evaluation, usually, performance measurement of the 

model depends on the learning process, techniques, and type 

of data. Numerous performance measurements that has been 

used in previous research is Accuracy, Sensitivity, 

Specificity, Peirce skill score (PSS), Heidke skill score 

(HSS), AUC/ROC, Precision, Recall, Kappa Statistic, 

Confusion matrix, Mean Square Error (MSE), Mathews 

correlation coefficient (MCC) and more. Hence, in this study, 

we select accuracy as our focus because more general and 

most of the researcher using this evaluation. The used of 

performance evaluation mostly for justification of the model 

when achieved the improvement result after a new strategy is 

applied and for comparing several models. However, in the 

term of diabetes, the prediction accuracy of the model is 

needed not only when the model well trained. It must have the 

ability to handle big data or EHR with consistent accuracy, 

reliability, and optimized computational time.  

IV. CONCLUSION 

ML is becoming on important tools for screening, diagnostic, 

treatment, prognosis, monitoring, and management of 

diabetic research [35], [36]. Based on the literature above, the 

accuracy of the diabetic prediction models is above 80%. In 

additional, supervised learning are the most commonly used 

and have been employed in the task of prediction such as 

classification and regression. In this study shows Random 

Forest and Support Vector Machine are popular ML 

approaches used among the researchers. Yet, both techniques 

have strengths and weaknesses that are needed to be 

considered [37]. Even the model shows the best accuracy for 

the specific dataset but the problem will arise if the strategies 

on dealing with another dataset are not well defined. The 

potential solution on predictive modeling based on a machine 

learning technique can improve management diabetes and it 

shows a big challenged to consider not only clinical data 

hence numerous factors are uncontrolled are identified. 
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For future research, we suggest optimization technique and 

feature selection be integrated into such a learning schema or 

improved performance of the model. Moreover, it is 

important to define clearly information required, such as 

dimensionality, number of features or even the clinical, 

genetic, or another data type in line with the objective of the 

prediction, to improve the performance of the ML diabetic 

prediction model and can be more robust.  
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