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___________________________________________________________________________ 

 

Abstract: Urban flooding causing annual deaths and financial losses. Various technique has 

been applied to estimate the flood level. One of the low-cost solutions, which is using an initial 

sensor in the smartphone, can be used to predict the flood level, and respond to the warning 

message to the community by sending it to the cloud. However, in the challenging situation 

during flood especially low internet connectivity, the processed particle data might be suffered 

from the sample impoverishment phenomenon, caused by sensor sensitivity and real-time 

transmission, which is lead to inaccuracy of flood level prediction. In this paper, a new particle 

filter will be designed and implemented in the mobile flood level prediction system by adapting 

noise and sample size from particle data input. This is for optimizing the data input, thus, can 

provide better flood level prediction and finally can share the alert information with other 

users. To accomplish this, numerous volunteers will take mobile sensor readings as more than 

10000 readings in different depth levels, then, can be used to train machine learning models. 

Simulation results show that proposed particle filter achieved better performance compared 

with other variant when applied the flood level prediction system. In conclusion, the adaptive 

proposed. 

 

Keywords: Particle Filter; Wireless Sensor Network; Inertial Sensor; Urban Flooding 

___________________________________________________________________________ 

 

Introduction 

Flooding during heavy rains can be disastrous in urban areas with poor planning. It leads to loss 

of life and property, infrastructural, and economic damage (Feizizadeh et al., 2021) (Pham et 

al., 2021) (Zinda et al., 2021). During a flooding disaster, the smartphone inertial sensor is used 

to determine the level of flooding by using data from victim gait detection (Gowthamani et al., 

2021) (Khalaf et al., 2020) (Panchal et al., 2019) (Kettig et al., 2021) (Mittal et al., 2021) 

(Sanabria et al., 2021) (Li et al., 2021).. The challenging situation such as limited coverage and 

sensitivity of the smartphone sensor itself could make the flood level estimation become not 

reliable (Li et al., 2014) (Li et al., 2015). 

 



 
 

 

 

137 

 

Volume: 7 Issues: 46 [July, 2022] Special Issues pp. 136 - 141 

Journal of Islamic, Social, Economics and Development (JISED) 

eISSN: 0128-1755 

Journal website: www.jised.com 

DOI: 10.55573/JISED.074615 

 

In order to counter the phenomenon, a special strategies resampling particle filter was used. 

However, it is was used in certain environments, since the flood level prediction systems require 

to work with different kinds of smartphone sensors and varying numbers of particle.   

 

Thus, it would be beneficial if it could survive within different environments (Martino & Elvira, 

2022) (Elfring et al., 2021) (Habibi et al., 2021) (Olthof et al., 2017) (Martinis et al., 2021) 

(Kumar et al., 2021).  . In this paper, this research proposes a new particle filter algorithm that 

can enable flood level prediction to be implemented with more robust, by adapting noise and 

particle measurement. This adaptation is to predict the most suitable algorithm out of the special 

strategies resampling algorithms that could be used to reduce the effect phenomenon. To 

explain this, the paper will be structured as follows: Section 2 presents the proposed method. 

Section 2 presents the preliminary result of the proposed algorithm and Section 4 concludes 

with a discussion and recommendations for further research.   

 

Proposed Adaptive Particle Filter 

The purpose of the particle filter is to optimize the received data obtained from inertial sensor 

since the received data is not consistent during data transmission. Despite that, the usage of 

basic particle filter did not solve the issue at all, because of the received data suffered from 

sample impoverishment phenomenon, which occurred during real time data transmission. This 

section discusses the proposed scheme which was named adaptive noise and sample size special 

strategies resampling. The further discussion is on decision making of adaptation of noise and 

particle for switching best resampling, in order to optimizing RMSE in different high sample 

impoverishment situation (the purpose is to ensure RMSE always low in different high sample 

impoverishment situation).  

 

As shown at Figure 1, The APF algorithm consists of three (3) basic phases which are; particle 

sample size and noise measurement adaptation, resampling decision making and resampling 

execution. The resampling execution involves the execution of modified based resampling 

(generalized resampling), variable size based resampling (KLD variation resampling) and 

roughening based resampling (bootstrap). The resampling execution utilises different 

resampling schemes from modified based resampling, variable size based resampling, and 

roughening based resampling. This section will also justify the choice of generalized 

resampling modified based resampling, KLD variation resampling for variable size based 

resampling, and bootstrap resampling for roughening based resampling in this research. 

 

Firstly (1st), the APF must determine which resampling scheme will be used. For this purpose, 

adaptation is needed. The adaptation is based on particle and noise measurement. The reason 

for this phase is to obtain initial input and give it to the main resampling decision making so 

that the decision of suitable resampling or action will be taken. In the second (2nd) phase, the 

decision regarding the suitable action will be taken. This is considered an important part since 

it involves the decision making of the resampling scheme since it involves making the 

resampling scheme decision.  

 

Initially, the set of the particle will be measured in terms of noise measurement and particle 

sample size. If any particle in the set that has noise measurement is less or equal to 0.1 or particle 

sample size is less or equal to 80, it will proceed to the next step. If not, it would be by passed 

the filter. The next step is the current particle will be measured again in terms of noise 

measurement and particle sample size. If the noise measurement is below 0.1, the bootstrap will 

be used. But if the noise measurement is greater, the particle input measurement will be used. 
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If the particle is 50 and below, the KLD variation resampling will be chosen, but if the particle 

is greater than that, the generalized resampling finally will be chosen. After the adaptation 

process has been carried out, the resampling scheme is chosen. 

 

START

Obtain Noise Measurement (1: end) and Particle Sample Size (1: end) and 
assign to Current Noise Measurement and Current Particle Sample Size

If Noise Measurement (1:end) <=0.1 
or Sample Size (1: end) <= 80 ?

Roughening based Resampling 
(Bootstrap(Liu et al, 1998))

Variable Size based Resampling 
(KLD Variation Resampling (Ly-

Tu et al, 2017))

Modified based 
Resampling 

(Generalized 
Resampling (Liu and 

Chen, 1998))

If Current Noise Measurement <=0.1 
or Current Sample Size <= 80 ?

If Current Noise 
Measurement <=0.1?

If Current Sample Size <= 
50?

YES
NO NO

YES

YES

YES

NO

NO

END

 
Figure 1: Flowchart of Proposed Particle Filter (APF) 

 

For generalized resampling, it is focused on the concept of particle weight modification, where 

is the weight value of a high weighted particle need to reduced and at the same time the weight 

of low weighted particle will be increased, so that it can vary particle distribution and finally 

can reduce the state estimation error. For KLD resampling, it is focusing on the concept of 

particle sample size modification, whereby the particle sample size is increased to at least two 

(2) times the original particle sample size. Meanwhile for the bootstrap resampling scheme 

focuses on the concept of particle state modification, in which the value of the particle state is 

modified to another value by adding a randomly generated noise to vary particle distribution 

and reduce the frequency of state estimation errors. In the end, after doing all the processes, the 

dataset will be processed by the classifier to obtain flood level. 
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Preliminary Result 

The performance evaluations for particle state, particle weight, particle sample size, and state 

estimation error have been described in the previous section. In this section, the root mean 

square errors (RMSE) of the different special strategies resampling particle filter simulations 

are described. Five (5) situations of high sample impoverishment were simulated based on input 

particle number and noise measurement. Figure 2 depicts the behavior of the proposed 

algorithm with other special strategies particle filter that using modified resampling, variable 

size resampling, roughening resampling in each scenario (N=10 with R=0.5, N=50 with R=0.5, 

N=80 with R=0.5, N=500 with R=0.1, and N=500 with R=0.05). 

 

The proposed resampling (APF) achieved the lowest RMSE during the fourth (4th) simulation 

(N=500 with R=0.1), and the second lowest RMSE during the first (1st) simulation (N=10), 

second (2nd) simulation (N=50), third (3rd) simulation (N=80), and fifth (5th) simulation 

(N=500 with R=0.05). This is because the scheme has the capability to change or combine 

resampling operations according to the sample impoverishment situation. 

 

In terms of performance improvement, it is clear that the APF achieved a better performance 

than existing resampling schemes. In particular, the APF  scheme reduced RMSE by 6.44%, 

14.47%, and 7.32% in comparison with modified based resampling, variable size based 

resampling, and roughening based resampling, respectively. On average, the APF  scheme 

achieved an average improvement of 7.26%. The reason for such improvement is that the APF 

considers different situations of high sample impoverishment, in which the APF is able to carry 

out modification of particle state, sample size, and weight different situation in high sample 

impoverishment. However, APF does not only consider specific situations of high sample 

impoverishment.  

 

 
Figure 2: RMSE of Proposed Particle Filter Compared with Other Various Particle 

Filter 

 

4

4.5

5

5.5

6

6.5

7

7.5

R
M

SE

Special Strategies Resampling 

Modified
Variable Size
Roughening



 
 

 

 

140 

 

Volume: 7 Issues: 46 [July, 2022] Special Issues pp. 136 - 141 

Journal of Islamic, Social, Economics and Development (JISED) 

eISSN: 0128-1755 

Journal website: www.jised.com 

DOI: 10.55573/JISED.074615 

 

Conclucion 

In this section, the APF algorithm is proposed and evaluated. The aim of this algorithm is to 

achieve RMSE reduction across different situation in high sample impoverishment. To 

overcome the weaknesses of special strategies resampling in different situation in high sample 

impoverishment, the concept of adaptation of particle sample size and noise measurement into 

integrated special strategies resampling has been proposed. In the APF  scheme, the noise 

measurement and particle sample size will be obtained. Then, if the noise measurement is low 

(lower or equal to 0.1), the scheme will switch to the roughening resampling scheme. However, 

if the particle sample size is low (lower or equal to 50) or moderate (51 until 80), the resampling 

task decision is depending on the particle sample size. At the end process, the APF  scheme will 

carry out the resampling procedure based on modified based resampling (if the particle sample 

size is moderate) or variable size based resampling (if the particle sample size is low). The APF  

scheme has been compared with previous special strategies resampling scheme (such as; 

bootstrap, modified and KLD variation resampling). The experimental results demonstrate that 

the APF  scheme has better performance in term of RMSE reduction (average improvement of 

7.26%) across different situation during high sample impoverishment. 
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