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ABSTRACT 

 

The installed capacity of solar photovoltaic (PV) globally continues to rise. In Malaysia, the monthly 

average daily solar radiation is 4,000-5,000 Wh/m², with the average daily sunshine duration ranging 

from 4 to 8 h. However, the output of solar energy is related to solar irradiance, which lacks stability 

due to weather variation. Therefore, solar irradiance forecasting has become an important resource 

for network grid operators to control the output of solar PV energy. Weather forecasting data, such 

as temperature, dew point, humidity, pressure and wind speed, are widely available from local 

meteorological organisations. However, solar irradiance forecasting data is often unavailable. In this 

paper, multiple regression (MR) and artificial neural network (ANN) models are used to forecast 

solar irradiance using weather forecasting data. The correlation of each weather parameter with 

solar irradiance is investigated. It is evident that the ANN model is able to improve the accuracy in 

terms of root mean square error (RMSE) by 18.42% of its as compared to the MR model.  

 

Keywords: Solar energy; solar irradiance; forecasting; multiple regression (MR); artificial neural 

network (ANN). 

 

 

1. INTRODUCTION 

 

In the terms sustainability, there is a consideration for solar energy in the fields of environment, 

economic and social. Traditional power generation is based on fossil fuel, such as coal, petroleum, 

and natural gas, which is also known as non-renewable energy resource (Kumar, 2020). The depletion 

of fossil fuel can cause serious problems, in particular an energy crisis (Manieniyan et. al., 2009). 

This is the most important reason to expand renewable energy, such as solar energy. The decreasing 

cost of solar energy deployment has made it a better choice for clean energy generation. To this end, 

the installed capacity of solar photovoltaic (PV) globally continues to rise (Fraas, 2014). Furthermore, 

solar energy is suitable to be expanded in Malaysia as compared to other renewable energy as it is 

located in the equatorial region, which has hot climate throughout the year. In Malaysia, the monthly 

average daily solar radiation is 4,000-5,000 W/m², with the average daily sunshine duration ranging 

from 4 to 8 h (Aziz et al., 2016). 

 

The output of solar energy is related to solar irradiance, which lacks stability due to weather variation. 

Solar irradiance forecasting techniques can help to stabilise the production of electricity based on 

solar energy and sustain its integration with power generation based on fossil fuel (Akhter et al., 

2019). There are different kinds of forecasting techniques. For instance, regression is a statistical 

approach, while artificial neural network (ANN) is a machine learning approach. Abuella & 

Chowdhury (2015), Kumar et al. (2016), Jeon & Kim (2020), Anthony & Ho (2021) and Khan et al. 

(2022) used ANN for estimation of solar radiation. On the other hand, Mekparyup et al. (2013), 

Nalina et al. (2014) and Massidda & Marrocu (2017) used of multilinear and multivariate regression 

for prediction of solar irradiance.  
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There is a lack of solar irradiance models for Malaysia despite its suitable geography with high 

monthly average daily solar radiation and average daily sunshine duration. This paper uses multiple 

regression (MR) and ANN to forecast solar irradiance using weather forecasting data, including 

temperature, humidity, wind speed and pressure. 

 

 

2. METHODOLOGY   

 

2.1 Multiple Regression (MR) 

 

Regression is a process of modelling between a dependent variable, and one or more independent 

variables (Ul-Saufie et al., 2011; Ostertagová, 2012). Regression with more than one independent 

variable is known as MR. Linear regression is a linear form, while quadratic regression is a non-linear 

form (Akinwande et al., 2015). The effect of multicollinearity makes the coefficients of regression 

insignificant when there are many similar independent variables. In order to avoid multicollinearity, 

variance inflation factor (VIF) can be used to detect the correlation of independent variables (Daoud, 

2017). The range of VIF is as shown in Table 1. For instance, independent variables with VIF of 

above 5 should be removed. 

 
Table 1: The range of VIF (Daoud, 2017). 

VIF Correlation between 

independent variables 

1 Not correlated 

Between 1 and 5 Moderately correlated 

Greater than 5 Highly correlated 

 

The goal of regression is to find the best fitted line (can be linear or quadratic) using the method of 

least-squares fit with estimated coefficients. Sinha (2013) suggested the general equations for multiple 

linear and quadratic regressions, as follows: 

 

𝑦 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝜀 (1)  

 

𝑦 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽11𝑋1
2 + 𝛽22𝑋2

2 + 𝛽12𝑋1𝑋2 + 𝜀 (2)  

 

where:  

 𝛽0   -  intercept 

𝛽1and 𝛽2  -  linear coefficients 

𝛽11and 𝛽22  -  quadratic coefficients  

𝛽12   -  interaction coefficient  

𝑋1 and 𝑋2 -  independent variables  

𝜀   -  random error that follows normal distribution with mean 0. 

  

 

2.2 Artificial Neural Network (ANN)  

 

ANN is a machine learning algorithm that allows neurons to learn like a human brain. A neural 

network consists of input, hidden and output layers. For each layer, there is a neuron (also known as 

node) that is connected in between multi-layer networks (Massidda & Marrocu, 2017). 

Mathematically, the output of a neuron can be calculated using Equation 3. The structure of a neuron 

is shown in Figure 1. In this study, weather parameters, including temperature, humidity, wind speed 

and pressure, are used as the input, x to the ANN, while solar irradiance is used at the output, y. 
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𝑦𝑗 = 𝑓 (∑𝑥𝑖 ∙ 𝑤𝑖 + 𝑏

𝑛

𝑖=1

) (3)  

  

where: 

x  -  input 

w  -  weight 

b  -  bias  

y  -  output. 

 

Figure 1: The structure of a neuron (Khatib et al., 2012). 

 

Feed forward neural network (FFNN) is a type of neural network with the application of forecasting. 

FFNN is based on the backpropagation learning algorithm, which is a type of` supervised learning. 

The function of backpropagation is to update weights to minimise error. By adjusting the weights, 

minimum error between the actual and predicted outputs of the ANN can be achieved (Grossi & 

Buscema, 2007). 

 

3. RESULTS AND DISCUSSION 

 

The solar irradiance and weather data are obtained from a weather station located in Melaka, Malaysia 

(N 2.314100, E 102.318353). In this study, three months of data (March to May 2020) is used for 

training the models to forecast irradiance for June 2020.  

 
 

3.1   Data Analysis for the Dependent and Independent Variables 

 

Solar irradiance is identified as the dependent variable, while temperature, humidity, wind speed and 

pressure are identified as the independent variables. The data analysis is separated into two parts. The 

first part is a correlation analysis among the independent variables. The second part is the correlation 

analysis between the dependant and independent variables. 

 

Figure 2 shows that the data analysis between the independent variables. The relationship between 

temperature and humidity is the most significant, which is inversely related to each other. 

Furthermore, it is difficult to identify any relationship for the other independent variables. 

 

Table 2 shows the correlation coefficient (R) and VIF among the independent variables. The 

relationship between temperature and humidity has the highest VIF of 4.1519, which indicates 

moderate correlation. For the rest of the independent variables, the values of VIF are close to 1, which 

indicates no correlation. Based on this, all the independent variables are included for modelling as 

they have VIF of less than 5. 

 

Figure 3 shows that the data analysis between the dependent and independent variables. The left 

column shows the overall data view, while the right column shows the zoomed in view from the 

overall data for better view of the data analysis. It is found that there is high solar irradiance when the 

temperature is high. Besides that, humidity is the inverse of temperature and thus solar irradiance 

decreases as humidity increases. Wind speed is not steadily related to solar irradiance. For the 

pressure, it can be observed that the solar irradiance increases at the moment when pressure drops 

from its peak. 
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Figure 2: The data analysis between the independent variables (part of data). 

 

Table 2: Values of R and VIF between the independent variables. 

Parameters R VIF 

Temperature & Humidity -0.8713 4.1519 

Temperature & Wind Speed 0.2452 1.0639 

Temperature & Pressure -0.2544 1.0692 

Humidity & Wind Speed -0.3773 1.1659 

Humidity & Pressure 0.1994 1.0414 

Wind Speed & Pressure 0.1071 1.0116 

 

 

 

Figure 3: The data analysis between the independent variables and dependent variable. 

 



87 

 

From Table 3, the relationship between temperature and solar irradiance indicates the highest R of 

0.6884. This is because strong solar irradiance causes higher temperature. In addition, the lowest R of 

8.01e-4 and the highest root mean square error (RMSE) of 865.9054 is found for the relationship 

between pressure and solar irradiance. 

 
Table 3: Values of R and RMSE for the dependent and independent variables. 

Parameters R RMSE 

Temperature & Solar Irradiance 0.6884 327.2544 

Humidity & Solar Irradiance -0.6878 313.7555 

Wind Speed & Solar Irradiance 0.3552 336.6058 

Pressure & Solar Irradiance 8.01e-4 865.0954 

 

 

3.2   Result Validation for the MR Model 

 

The Statistics and Machine Learning Toolbox in MATLAB is used for the results validation 

for the MR model, as shown in Table 4. With the increase of parameters used, R is increased 

while RMSE is decreased. There is also improvement from 1st order (linear) to 2nd order 

(quadratic) regression. As the result, R is increased from 0.7642 to 0.8815 and RMSE is 

decreased from 185 to 135 for the model including all the parameters. 
 

Table 4: Validation for MR model with different parameters. 

 

Parameters 

First order (Linear) Second order (Quadratic) 

R RMSE R RMSE 

Temp 0.6885 208 0.7148 200 

Temp, RH 0.7113 201 0.7197 199 

Temp, RH, WS 0.7246 197 0.7589 187 

Temp, RH, WS, Pressure 0.7403 193 0.8000 172 

Temp, RH, WS, Pressure, Time 0.7642 185 0.8815 135 

*Note: Temp - Temperature; RH - Humidity, WS - Wind Speed 

 

Based on the estimated coefficients, the equation of for the MR model is as follows: 
 

𝑦 = 4005𝑋1 + 1185𝑋2 − 1005.1𝑋3 − 186.6𝑋4 − 4586𝑋5 − 0.43917𝑋1𝑋2
+ 2.8699𝑋1𝑋3 − 3.9952𝑋1𝑋4 − 104.36𝑋1𝑋5
+ 0.0072604𝑋2𝑋3 − 1.1856𝑋2𝑋4 + 23.461𝑋2𝑋5
+ 0.93005𝑋3𝑋4 − 1.2566𝑋3𝑋5 + 46.991𝑋4𝑋5
+ 2.7276𝑋1

2 + 0.027146𝑋2
2 − 0.12369𝑋3

2

+ 0.18551𝑋4
2 − 8.55.27𝑋5

2 

(4)  
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where: 

𝑋1  - temperature 

𝑋2  - humidity 

𝑋3  - wind speed 

𝑋4  - pressure  

𝑋5 - time 
 

 

3.3   Result Validation for the ANN Model 

 

The Deep Learning Toolbox in MATLAB is used for the results validation for the ANN model, as 

shown in Table 5. The ANN is set to only one hidden layer that consists of five neurons. It is found 

that the model gets better as the number parameters used is increased. With only the parameter of 

temperature used, the ANN only achieves R of 0.7278 and RMSE of 195.3103. The ANN that 

includes all the weather parameters as inputs has the highest R of 0.9067 and lowest RMSE of 

121.0106. 

 
Table 5: Validation for the ANN model with different parameters. 

Parameters R RMSE 

Temp 0.7278 195.3103 

Temp, RH 0.7298 194.9912 

Temp, RH, WS 0.7709 181.4396 

Temp, RH, WS, Pressure 0.8308 159.8094 

Temp, RH, WS, Pressure, Time 0.9067 121.0106 

 

*With only one hidden layer that consists of five neurons 

**Note: Temp - Temperature; RH - Humidity, WS - Wind Speed 

 

Table 6 shows the validation of the ANN model for all the weather parameters with different number 

of hidden layers. Each hidden layer has the same number of neurons, which is five neurons. The ANN 

with three hidden layers achieved the highest R of 0.9173 and lowest RMSE of 114.1820. This 

indicates that with more hidden layers, the ANN becomes deeper and provides better results.  

 
Table 6: Model validation with different number of hidden layers. 

 

Parameters 

No. of 

Hidden 

Layers 

 

No. of 

Neuron 

 

R 

 

RMSE 

Temp, RH, WS, 

Pressure, Time 

1 

5 (for each 

hidden layer) 

0.9067 121.0106 

2 0.9153 116.3766 

3 0.9173 114.1820 

 

3.4 Discussion 

 

From the results obtained, it is found that the ANN model performed better as compared to the MR 

model. This is as the ANN model is based on the backpropagation algorithm, while the MR model is 

based on the best fit line that is regressed by all the parameters. 
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The comparison of R and RMSE values for the MR (second order quadratic) and ANN (three layers 

with five neurons for each layer) models is shown in Table 7. 

 
Table 7: Comparison of R and RMSE values for the MR and ANN models. 

Model R RMSE 

MR (second order quadratic) 0.8815 135 

ANN (three layers with five neurons for 

each layer) 

0.9173 114.1820 

 

Figure 5 shows that final structure of the ANN model consisting of three hidden layers. With each 

hidden layer having five neurons, the model has a total of 15 neurons. As it has the highest R and 

lowest RMSE, it is the best model to be used to forecast solar irradiance. 

 

 

 

Figure 5: The final ANN structure. 

 

 

4. CONCLUSION 

 

In this study, MR and ANN methods were used to forecast solar irradiance using weather parameters, 

including temperature, humidity, wind speed and pressure. It is evident that the ANN model is able to 

improve the accuracy in terms of by 18.42% as compared to the MR model. The ANN structure with 

three layers and five neurons for each layer provided highest accuracy with R of 0.9173 and RMSE of 

114. 
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