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 Stereo matching algorithm plays an important role in an autonomous vehicle 

navigation system to ensure accurate three-dimensional (3D) information is 

provided. The disparity map produced by the stereo matching algorithm 

directly impacts the quality of the 3D information provided to the navigation 

system. However, the accuracy of the matching algorithm is a challenging 

part to be solved since it is directly affected by the surrounding environment 

such as different brightness, less texture surface, and different image pair 

exposure. In this paper, a new framework of stereo matching algorithm that 

used the integration of census transform (CT) and sum of absolute difference 

(SAD) at the matching cost computation step, non-local cost aggregation at 

the second step, winner take all strategy at the third step, and a median filter 

at the final step to minimize disparity map error. The results show that the 

accuracy of the disparity map is improved using the proposed methods after 

some parameter adjustment. Based on the standard Middlebury and KITTI 

benchmarking dataset, it shows that the proposed framework produced 

accurate results compared with other established methods. 
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1. INTRODUCTION 

In recent years, autonomous vehicle navigation becomes a popular research topic in computer vision 

since it is able to navigate without human interaction [1]. To ensure accurate decision-making made by the 

autonomous vehicle, an accurate three-dimensional (3D) representation is required to ensure the systems analyze 

the correct environment information. The surrounding environment information can be detected by many 

methods such as using radar detection, laser imaging, detection and ranging (LIDAR), and global positioning 

system (GPS) [2]. However, this method required an expensive new device to be installed in the vehicle instead 

of a computer vision that used the normal vehicle camera. Normal vehicle cameras commonly produce two-

dimensional (2D) images which are required to be converted to 3D images in order to ensure the autonomous 

vehicle system navigation able to function accurately. Depth valuation is the critical step in the process of 

converting a 2D view to a 3D view. The depth is determined by using a stereo vision system based on the 

triangulation principle where the depth value is directly influenced by the disparity value of the stereo images [3]. 

The depth is determined by calculating the disparity value at two equivalent points between pairs of 

images. The stereo matching is the process of calculating the disparity between two images [4]. In this 

process, a stereo matching algorithm is developed to calculate the disparity value of each corresponding point 

in the images where the output of this process is known as a depth map. The depth map generated by the 
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developed algorithm makes a significant contribution to the quality of the 3D representation of the image, 

and as the accuracy of the depth map improves, so does the accuracy of the depth data. The matching 

algorithm can be developed based on three main classifications which are global method, semi-global method 

and local methods [5], [6]. The global method calculated the disparity value by calculating the overall energy 

function of all pixels in the images. Global methods able to produce high accuracy of depth map but due to 

the computational complexity, this method will lead to a low-efficiency matching algorithm while local 

methods which calculate the disparity value based on the predetermined support window resulted a high 

efficiency of the matching algorithm [7]. Due to this matter, many real-time applications used the local 

method to develop their matching algorithm [8]. However, the drawback of local methods is the difficulty to 

find an accurate depth map for the image with less texture region and in the image with high radiometric 

distortion. The difficulty of locating the equivalent point between the image pair in both locations causes the 

likelihood of an error matching process occurs is significant. Although many studies had been done in the 

development of stereo correspondence algorithm framework to get an accurate output, but there is still no 

ideal answer to this problem. Aiming to improve the accuracy of the depth map, this paper proposed a new 

matching algorithm framework which focused on the local based methods.  

The local method is based on the four basic steps which consist of cost-volume computation (CC), 

cost-volume aggregation (CA), cost-volume optimization (CO), and disparity refinement (DR) [6]. In CC, the 

basic methods such as sum of absolute differences (SAD), sum of squared difference (SSD) and normalized 

cross correlation (NCC) is commonly used since these methods are simple and straightforward. However, 

these approaches are acutely vulnerable to amplitude distortion, which has a negative impact on stereo 

matching precision [9]. The approach developed by Zabih et al. addressed as census transform (CT) and rank 

transform (RT) reported able to overcome the issue of radiometric distortion because that method are relying 

on the neighboring pixel intensity rather than the intensity value itself [9]. Therefore, SAD and SSD may be 

able to handle the matching uncertainty effectively for image areas with comparable local structures, whereas 

the non-parametric local transformations may handle the matching uncertainties well for image regions with 

similar colors [10]. Due to this, researchers began integrating multiple matching costs to increase the stereo 

matching algorithm's accuracy. The performance of the integrated matching cost provided improved results, 

which attracted the researcher's attention to integrate CT with other cost matching methods. The combination 

between improved CT and texture filtering have been proposed by Hou et al. improved the accuracy of the 

proposed algorithm in the area which the pattern texture is relatively dense [8]. The combination between CT 

and Absolute Different resulted a high quality depth map for high definition images [11]. The combination of 

CT and SAD reported able to improve the accuracy of the disparity map [12]. The combination of SAD and 

gradient matching proposed by [13] also reported to have a good accuracy of the disparity map. 

The second step of the stereo matching algorithm is the CA step. The most common aggregation 

methods are by using filtering techniques. Guided filter (GF) is the common filtering technique used in the 

stereo matching algorithm due to the capability of this method in preserving edge of the image [14]–[17]. 

However, this method is window-based cost filtering in which the aggregation is happening based on the 

predefined window. Non-local cost aggregation has also gained attention due to the efficiency of the 

technique and the show a good performance in the low texture region [18]. The non-local cost aggregation is 

performed based on the overall pixel in the cost volume. The non-local technique such as minimum spanning 

tree (MST) and graph segmentation are reported to perform aggregation better than the filtering aggregation 

technique [19], [20]. Wu et al. [18] proposed a stereo matching algorithm that fuses between non-local and 

GF and reported that the proposed framework outperforms the other state of art. The non-local CA approach 

used by [21] also reported that the method is comparable with other CA methods. However, the ability of the 

non-local aggregation to preserve the edge of the image still required improvement. 

Aiming to improve the accuracy of the disparity map, a new stereo matching algorithm is proposed 

in order to increase the robustness of the matching algorithm for images pair with different brightness, less 

texture surface and different image pair exposure while preserving the edge of the image. Taking the 

advantages of the combined CC methods and the non-local CA, this paper proposed a new stereo matching 

algorithm with the integration of CT and SAD as the CC steps followed non-local cost aggregation. The 

optimized parameter for CC steps and CA steps has been determined throughout the experiment where the 

performance of the proposed algorithm is analyzed.  

 

 

2. METHOD 

This paper proposed a new stereo matching algorithm that follows the basic step of the local 

matching algorithm development which involved four steps as explained in the previous chapter, while 

Figure 1 shows the block diagram for the proposed algorithm. The first step of the development of the 

proposed algorithm starts with matching cost computed by calculating the cost volume using CT and 

combined with the SAD. Then the second step aggregated the cost volume using non-local cost aggregation. 
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For each acceptable pixel, the WTA method selects the lowest cost accumulated at the corresponding 

location. Unwanted pixels still exist at this time, particularly in occlusion and less textured areas [21]. The 

left-right consistency (LR) procedure will detect these unwanted pixels [19]. Following that, the fill-in 

method is used to replace faulty pixels with valid minimum pixel values. Finally, the weighted median filter 

is used to perform the disparity enhancement step. 

 

 

CT
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LR pixel 
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Figure 1. Block diagram of the proposed algorithm 

 

 

2.1.  Matching cost computation 

SAD is the basic method in matching cost computation where all disparity value in the predefined 

small window is totalled up and the process repeated along the same horizontal line. The minimum value is 

considered as the best matching pixel region of the matching process. The algorithm of the matching cost 

using SAD is developed based on the expression shown in (1): 

 

Mc𝑆𝐴𝐷(𝑝, 𝑑) = min ∑ |𝐼𝑙
𝑖(𝑝) − 𝐼𝑟

𝑖(𝑝 − 𝑑)|
𝑖∈w

 (1) 

 

where p is symbolize the pixel at coordinates (𝑥; 𝑦), 𝑖 symbolize the neighbouring pixel in the predefine 

window, 𝑤. 𝑑 represent the disparity value, while the pixel of left image and right image denoted by 𝐼𝑙  and 𝐼𝑟  

respectively. CT process maps the surrounding pixel to a bit string that can be used to represent the pixel 

intensity value [9]. The process of CT is based on (2): 

 

CT(p) = ⊗i∈wCT
cen(p, q) (2) 

 

where 𝑝 symbolize for the target pixel while 𝑞 symbolize the neighboring pixels and ⊗ refer to the process 

of comparing the target pixel and its neighboring pixel with window size, 𝑤𝐶𝑇. The binary function obtained 

from this process is represented as 𝑐𝑒𝑛 (𝑝, 𝑞). The transformation to the binary representation are based on 

condition stated in (3): 

 

cen(p, q) = {
1,       I(p) ≥ I(q)
0,        otherwise

 (3) 

 

where 𝐼(𝑝) is the target pixel and 𝐼(𝑞) is the surrounding pixels. The matching cost at the target point in the 

image pair is estimated using Hamming distance and represent as (4): 

 

McCT(p, d) = HammigDistance(CTl(p) − CTr(p − d)) (4) 

 

where 𝐶𝑇𝑙 and 𝐶𝑇𝑟 are the bit string obtained by performing CT. Due to the unbalanced of the window size 

between McSAD and 𝑀𝑐𝐶𝑇, the integration of the two matching costs is based on the normalized cost 

function proposed by [22]. The final matching cost which is known as integrated matching cost denoted by 

𝑖Mc(p, d) is expressed in (5) where the α is the added parameter to control the sensitivity to the radiometric 

distortion. 

 

iMc(p, d) = 2 − [e(−McSAD(p,d)) + e
( 

−McCT(p,d)

α
)
] (5) 

 

2.2.  Cost aggregation 

A simple but effective non-local cost aggregation is absorbed in this work. This method is based on 

the non-local cost aggregation, which inspired by work done by [19] which used the left grayscale image as a 

guidance image. An undirected graph with four connected grids is developed based on the guidance image 
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where represent as G=[V;E] where V and E represent all the image pixels and all the edges between the 

neighbouring pixels. The output from the cost volume obtained by (5) is absorbed as input to the CA step and 

the cost volume function iMc(p, d) is set as the vertices correspond to the data set for the spanning tree as 

represent in (6). 

 

𝐺 = [ 𝑖𝑀𝑐(𝑝, 𝑑), 𝐸] (6) 

 

From G, the spanning tree is developed by computing the weighted between the pair of 

neighbouring pixels by using (7) where 𝐼(𝑠) and I(𝑟) is the neighbouring pixel value. 

 

W(s, r) = |I(s) − I(r)| (7) 

 

The sum of the possible edges of the spanning tree developed from G is calculated by summing up 

the weighted value. The edges with the large weighted value will be removed in the process of the spanning 

tree development which resulted an MST. The distance between two nodes in MST is define as (8): 

 

D(p, q) = min ∑ W(s, r) (8) 

 

where 𝐷(𝑝, 𝑞) represents the distance between two nodes, p and q, in the connected edges. Then, the tree 

structure between two nodes is determined based on expression (9) [20], where σ represent a constant 

parameter to adjust the similarity between node p and node q. 

 

S(p, q) =  e
−D(p,q)

σ  (9) 

 

The final cost aggregation based on the MST structure is expressed as (10) by calculating the 

weighted summed of the matching cost for pixel p at disparity d and the tree structure of pixel p for all image 

pixels q. 

 

CA(p) =  ∑  S(p, q) ∗ iMc(p, d)q  (10) 

 

2.3.  Disparity optimization 

The winner-takes-all (WTA) technique is used to select the lowest cost as the initial disparity value 

when the CA is completed [9]. In this step, the minimum cost volume at disparity, d is selected based on (11) 

where the initial disparity represents as di, R represents all potential disparity values and 𝐶𝐴(𝑝, 𝑑) represent 

the aggregated cost volume at disparity. 

 

di = arg mind∈R CA(p, d) (11) 

 

2.4.  Disparity refinement 

Finally, the initial disparity obtained in the previous step will be refined in order to get a smoother 

disparity map. In this step, the invalid pixel is determined by checking tm he inconsistency of the left 

disparity map and the right disparity map. The valid disparity value is then used to replace the invalid values 

by taking the nearest valid pixels, and both the valid and invalid values must be located on the same scan 

line. After completing the filling process, the weighted median filter from [10] is implemented for final 

refinement. The final disparity map, 𝑑𝐹is refined as (12): 

 

𝑑𝐹(𝑝) = 𝑚𝑒𝑑
𝑞∈Ω

 {𝑑(𝑝) } (12) 

 

2.5.  3D surface reconstruction 

The 3D surface reconstruction is based on the triangulation theory where the depth value is obtained 

based on (13). The focal length denotes by f and b represents the baseline distance between the left camera 

and right camera and d is the disparity value of the image pair. By using the disparity map obtained in the 

stereo matching algorithm, the 3D representation of the image pairs is obtained by calculating the depth value 

of the image which represent as Z in (13). 

 

𝑍 =
𝑏∗𝑓

𝑑
 (13)  
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3. RESULTS AND DISCUSSION 

The experiment was carried out to evaluate and analyze the performance of the proposed algorithm 

from various perspectives. It was conducted on a personal computer with Window 10, 3.2 GHz processor and 

16 GB memory. The algorithm was developed using the C++ programming language and open CV library. 

The results were evaluated based on two standard benchmarking evaluation, which are Middlebury [23] and 

KITTI [24] stereo evaluation dataset. The quantitative results of the experiment evaluated using the online 

Middlebury database while the qualitative results are based on the KITTI images.  

 

3.1.  Parameter settings 

In this experiment, all the constants are determined based on the evaluation of the error using the 

Middlebury training dataset. The errors are based on the percentage of absolute disparity error in two 

different masks which are whole image area pixel, all, and non-occluded area pixel, nonocc. In matching cost 

computation, the initial parameter 𝛼 is determined by setting the initial constant parameter of the SAD as 1.0 

while the value of 𝛼 is set to minimum and gradually increases until the minimum point of average error is 

determined. Figure 2 shows the relationship between 𝛼 and the percentage of the average error where the 

minimum average error is obtained at 𝛼 is equal to 0.09. Based on the experiment using 15 training images of 

the Middlebury training dataset, the average error is 7.32% in the non-occluded region while the average 

error is at 10.6% in the all pixel regions. 

In the cost aggregation step, the non-local method is optimized by determining the constant value of 

the non-local CA which is denoted by σ. The initial value of this parameter is set to 0.1 by referring to the 

work done by [19] and the value is decreasing until the minimum average error is obtained. Figure 3 showed 

the graph of the average error of the disparity map versus the constant parameter of non-local CA. Based on 

the results, it showed that the average error is decreasing while the value of the constant decreased. In this 

experiment, the nonlocal CA constant of 0.03 is used by considering the performance of the average error of 

all 15 training images of the Middlebury training dataset. Based on Figure 3, it is showed that the average 

error of image with different brightness, such as PionoL and ArtL start increasing after 0.03. The error of the 

Playtable also reduced by 50% compared with the error when sigma set at 0.1. 
 
 

 
 

Figure 2. Average error in different parameter setting during MCC 
 

 

 
 

Figure 3. The average error for non-occluded region with different value of sigma 
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Figure 4 showed the comparison of Adiron and Playtable images before and after parameter 

adjustment. It showed that parameter optimization produced disparity maps with lower average error and the 

images showed improvement of edge preservation of the image after parameter adjustment. The disparity 

map produced using Adiron image pair showed that the edge of the image is more preserved by using sigma 

0.03 compared with the sigma 0.1. The process continued with the WTA strategy after completion of 

parameter setting at CA and proceed with DR at stage 4. 

 

 

Image Ground Truth σ = 0.1 σ = 0.03 

Adiron 

 

 
 

% error 0% 4.32% 2.75% 

Playtable 

 

 

 

% error 0% 33.1% 13.3% 

 

Figure 4. Example of disparity map with different setting at CA step 

 

 

3.2.  Middlebury dataset 

Figure 5 showed the 15 training images and disparity map using the proposed algorithm. The 

comparison of the proposed algorithm and other published framework from online Middlebury evaluation are 

tabulated in Table 1. The comparison showed that the proposed methods are comparable with other published 

methods. The overall average error in all pixel regions showed that the proposed algorithm produced the 

lowest error compared with other frameworks while for overall average error for non-occluded region the 

proposed methods is at second rank. The comparison also showed that the proposed methods produced 

lowest average error in the image such as motor, MotorE, recycle, and shelves while at second lowest 

average error for most of the other images. 

 

 

Table 1. The comparison of the percentage of average error for all pixel regions and non-occluded region 

between the proposed framework and other established framework 
Framework NEW tMGM-16 [25] FBW_ROB DDL [26] FASW [18] TCSCSM [27] 

 % % % % % % 
 all nonocc all nonocc all nonocc All nonocc All nonocc All nonocc 

Avg 8.39 5.14 9.48 5.78 8.65 3.96 8.63 5.44 8.59 5.18 8.47 5.12 

Adiron 3.45 2.7 4.53 3.01 4.93 2.26 3.07 2.47 3.5 2.61 2.86 2.07 
ArtL 8.89 4.43 8.41 3.91 7.7 2.72 7.83 4.25 7.84 5.09 8.03 4.44 

Jadepl 28.7 12 22.1 11.2 37.1 14.2 32.8 15.5 35.4 15.1 34.7 14.4 

Motor 5.08 2.79 7.93 2.81 6.01 1.87 5.83 3.37 6.04 3.45 5.44 3.01 
MotorE 5.29 2.9 7.88 2.91 6.14 1.97 5.92 3.57 5.7 3.19 5.43 2.92 

Piano 5.13 4.2 6.36 4.95 3.7 2.65 5.38 3.96 4.73 3.69 5.54 4.54 

PianoL 11.7 10.9 27.7 27.1 6.92 5.98 8.13 6.97 9.65 8.93 10.8 10.2 
Pipes 10.6 5.41 11 4.59 10.6 3.68 11.3 5.63 12 6.18 10.8 5.23 

Playrm 8.24 4.71 8.51 5.49 7.39 3.71 5.66 3.82 6.57 4.38 7.31 5.17 

Playt 16 13.3 16.1 12.3 5.59 2.4 13.4 10.8 9.45 5.89 14.5 11.7 
PlaytP 4.81 3.1 6.6 2.58 4.89 2.2 4.26 3 4.33 3.06 3.32 2.5 

Recyc 2.9 2.54 4.26 2.5 4.28 2.1 3.07 2.44 3.04 2.48 2.84 2.54 

Shelvs 7.2 6.68 13.1 12.6 9.69 9.04 8.57 8.02 8.7 8.25 8.7 8.14 
Teddy 3.86 2.41 2.86 1.86 3.51 1.87 2.76 2.02 3.42 2.52 2.83 1.99 

Vintage 9.11 8.16 7.77 6.58 8.87 6.82 15.5 13.9 8.47 7.44 6.79 5.6 
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Figure 5. The left image and disparity map of the proposed method for middlebury training images 

 

 

3.3.  KITTI dataset 

In order to evaluate the proposed algorithm to a more challenging environment and to ensure the 

matching algorithm is suitable for autonomous vehicle, KITTI dataset had been used as the input of the stereo 

images. KITTI provide a real world stereo image for autonomous vehicle which consists of various exposures 

such as less texture region and inconsistent brightness of image pairs. All the images with 1226×370 

resolution is used with maximum disparity at 255. Figure 6 showed the left images, ground truth and 

disparity maps of the proposed algorithm for the image sequence from 000000_10 until 000006_10. The 

results showed that the proposed algorithm able to match the stereo images in real environment where the 

real environment had a large area of texture-less region, natural brightness and variety of environmental 

exposures. 

 

3.4.  3D surface reconstruction 

Based on the triangulation principle, the 3D surface is reconstructed from the disparity map obtained 

by using the cvkit development kit. Figure 7 showed an example of 3D surface reconstruction for 

image00000_10 using disp_occ_0 from KITTI training dataset and using the proposed method. The results 

showed that the proposed method is robust in outdoor environment and capable to determine small object. 
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Figure 6. The disparity map produced by using proposed algorithm using KITTI training dataset 

 

 

Image Image 000000_10 

disp_occ_0 

 

Proposed Method 

 

 

Figure 7. The 3D reconstruction of the image000000_10 from KITTI dataset 

 

 

4. CONCLUSION  

In this paper, a stereo matching algorithm based on the integration of two matching costs, which is 

CT and SAD is used with the non-local cost aggregation. The constant parameter had been introduced to the 

CT and non-local aggregation to improve the accuracy of the output. Through the experiment and 

comparison with other algorithm, it concludes that the proposed algorithm effectively reduces the percentage 

of error and by introducing the constant parameter to the CT and the nonlocal CA, better results are obtained 

especially in the less texture region and different illumination region. The evaluation using real environment 

dataset also shows that the proposed algorithm is able to produce good quality of disparity map. It is 

concluded that the proposed algorithm is suitable for 3D surface reconstruction and be implemented in 

autonomous vehicle navigation system. 
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