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ABSTRACT 

 
 
 
Readability is a great challenge necessary to solve in text summarization research. Referring 
to the previous research studies, one key concern is minimizing the gap between the 
summary result and reader understanding. It is important to keep the meaning of the text to 
reach a readable summary result. However, every language has its grammar and structure 
characteristics. This also happens to the Indonesia language, in which a specific treatment is 
needed to find the meaning of the text. The present study hypothesizes that readability can 
be achieved with text representation that maintains the meaning of text documents well. 
Therefore, the present study aims: (1) to improve Indonesian text summary by enhancing the 
Sequence of Word (SoW) as text representation using Sequential Pattern Mining (SPM) with 
PrefixSpan algorithm since the effectiveness of SPM in Indonesian is proven useful for text 
classification and clustering; (2) to combine SPM and Deep Learning (DeepSPM) in text 
summarization with Indonesian text, as a result of its superior accuracy when trained with 
large amounts of data; and (3) to evaluate the readability of Indonesian text summary with 
several evaluation scenarios. Most text summarization research mainly uses co-selection-
based analysis to evaluate the summary result. This seems to be less sufficient to evaluate 
readability. Therefore, this study includes content-based analysis and human readability 
evaluation to evaluate the readability of summary result. First, this study combines SPM 
with Sentence Scoring method as feature-based approach and Bellman-Ford algorithm as 
graph-based to validate the performance of SPM. Second, the proposed SPM approach is 
combined with Deep Belief Network (DBN), called DeepSPM, based on the unsupervised 
Deep Learning method. Then, the performance of the proposed methods in producing 
Indonesian text summary result is evaluated by Recall-Oriented Understudy for Gisting 
Evaluation (ROUGE) as co-selection-based analysis; Dwiyanto Djoko Pranowo metrics, 
Gunning Fog Index (GFI) and Flesch-Kincaid Grade Level (FKGL) as content-based 
analysis; and human readability evaluation. The experimental findings from this study, using 
IndoSum dataset, show that SPM can enhance the quality of summary results. DeepSPM 
achieves better results than DBN with f-measure scores of 46.21% for ROUGE-1, 36.94% 
for ROUGE-2, and 41.01% for ROUGE-L. Furthermore, the readability evaluation using 
Dwiyanto’s metrics, GFI, and FKGL also shows that the summary results of DeepSPM are 
readable at a moderate level and are consistent with the human evaluation results conducted 
by two Indonesian language experts. 
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PENINGKATAN PERWAKILAN TEKS UNTUK RINGKASAN DOKUMEN 

INDONESIA DENGAN PERLOMBONGAN CORAK TURUTAN MENDALAM 

 
 

 
ABSTRAK 

 
 
 
Kebolehbacaan ialah cabaran hebat yang perlu diselesaikan dalam penyelidikan ringkasan 
teks. Merujuk kepada kajian penyelidikan terdahulu, salah satu kebimbangan utama adalah 
untuk meminimumkan jurang antara hasil rumusan dan pemahaman pembaca. Adalah 
penting untuk mengekalkan maksud teks untuk mencapai hasil ringkasan yang boleh dibaca. 
Walau bagaimanapun, setiap bahasa mempunyai ciri-ciri tatabahasa dan strukturnya 
sendiri. Ini juga berlaku kepada bahasa Indonesia di mana rawatan khusus diperlukan untuk 
mencari makna teks. Kajian ini membuat hipotesis bahawa kebolehbacaan boleh dicapai 
dengan perwakilan teks yang mengekalkan makna dokumen teks dengan baik. Oleh itu, 
kajian ini bertujuan: (1) untuk menambah baik ringkasan teks bahasa Indonesia dengan 
meningkatkan Sequence of Word (SoW) sebagai representasi teks menggunakan Sequential 
Pattern Mining (SPM) dengan algoritma PrefixSpan memandangkan keberkesanan SPM 
dalam bahasa Indonesia terbukti berguna untuk klasifikasi teks. dan pengelompokan; (2) 
untuk menggabungkan SPM dan Pembelajaran Dalam (DeepSPM) dalam ringkasan teks 
dengan teks Indonesia, hasil ketepatannya yang unggul apabila dilatih dengan jumlah data 
yang besar; dan (3) untuk menilai kebolehbacaan ringkasan teks bahasa Indonesia dengan 
beberapa senario penilaian. Kebanyakan penyelidikan ringkasan teks terutamanya 
menggunakan analisis berasaskan pemilihan bersama untuk menilai hasil rumusan. Ini 
nampaknya kurang mencukupi untuk menilai kebolehbacaan. Oleh itu, kajian ini 
merangkumi analisis berasaskan kandungan dan penilaian kebolehbacaan manusia untuk 
menilai kebolehbacaan hasil rumusan. Pertama, kajian ini menggabungkan SPM dengan 
kaedah Penskoran Ayat sebagai pendekatan berasaskan ciri dan algoritma Bellman-Ford 
sebagai berasaskan graf untuk mengesahkan prestasi SPM. Kedua, pendekatan SPM yang 
dicadangkan digabungkan lagi dengan Deep Belief Network (DBN), dipanggil DeepSPM 
yang berasaskan kaedah Pembelajaran Dalam tanpa pengawasan. Kemudian, prestasi 
kaedah yang dicadangkan dalam menghasilkan hasil ringkasan teks bahasa Indonesia 
dinilai oleh Recall-Oriented Understudy for Gisting Evaluation (ROUGE) sebagai analisis 
berasaskan pemilihan bersama; Metrik Dwiyanto Djoko Pranowo, Gunning Fog Index 
(GFI) dan Tahap Gred Flesch-Kincaid (FKGL) sebagai analisis berasaskan kandungan; 
dan penilaian kebolehbacaan manusia. Penemuan eksperimen daripada penyelidikan ini, 
menggunakan dataset IndoSum, menunjukkan bahawa SPM boleh meningkatkan kualiti 
keputusan ringkasan. DeepSPM mencapai keputusan yang lebih baik daripada DBN dengan 
skor f-measure sebanyak 46.21% untuk ROUGE-1, 36.94% untuk ROUGE-2, dan 41.01% 
untuk ROUGE-L. Tambahan pula, penilaian kebolehbacaan menggunakan metrik 
Dwiyanto, GFI dan FKGL juga menunjukkan bahawa keputusan ringkasan DeepSPM boleh 
dibaca pada tahap sederhana dan konsisten dengan keputusan penilaian manusia yang 
dijalankan oleh dua pakar bahasa Indonesia. 
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INTRODUCTION 

1.1 Introduction 

Most people use the internet and digital technology in the era of big data. Almost all 

sectors utilize technology, such as the education sector, which utilizes digital platforms for 

learning, the economic sector which gives rise to various e-commerce, the banking sector 

which utilizes digital and cashless transactions, to socialization which utilizes social media, 

blogs, forums and news portals. These digital activities contribute data with big volume, 

rapid velocity flow, variety of types, important value content, and veracity certainty. One of 

these abundant data sources is text data from various news sites, blogs, and social media. 

Natural Language Processing (NLP) is a technology used mainly for text data. 

NLP technology is developed rapidly in the era of big data today. NLP, also based 

on artificial intelligence technology, can process many types of languages, either in the 

lexical, semantic, or syntactic (Nadkarni et al., 2011); (Pandey and Rajput, 2020). One 

popular NLP application is automatic text summarization, which produces summaries from 

document collections using either an extraction or abstraction approach (Yulyardo et al., 

2018). A summary is a condensed version of a document's content that includes most of the 

information found in the original text(s) (Hovy and Marcu, 2005). Text summarization 

involves content reduction and generalization based on what is relevant in the source text to 

produce the summary. The process of automatically constructing such summaries, using a 

computer is known as automatic text summarization. Automatic text summarization research 
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frequently discovers new techniques to construct summaries to meet the needs of different 

applications and users. 

However, every language is unique. Each language has its own grammar structures 

and rules, including the Indonesian language. Indonesian grammar is divided into two parts: 

morphology and syntax (Alwi et al., 2003); (Sneddon, 2003); (Tim Pengembang Pedoman 

Bahasa Indonesia, 2016). Morphology discusses the grammatical structure of the Indonesian 

language such as: absorption words, affixes (prefixes, suffixes, infixes), and so on. They are 

related to the origin of word-formation. Meanwhile, syntax is broader than morphology. It 

is related  to sentences, relationships between words, and deals with grammar within speech. 

In other words, it holds the speech's meaning, content, purpose, or ideas.  

Many NLP communities in Indonesia prepare Indonesian datasets and conduct NLP 

research, including text summarization. Several NLP communities in Indonesia build 

Indonesian NLP benchmarks, such as: Indonesian Summarization (IndoSum) (Kurniawan 

and Louvan, 2018), Indonesian Language Evaluation Montage (IndoLEM) (Koto et al., 

2020), Indonesian Natural Language Understanding (IndoNLU) (Wilie et al., 2020) and 

Indonesian Language for Natural Language Generation (IndoNLG) (Cahyawijaya et al., 

2021). IndoLEM is developed from IndoSum, conducts a better method, and provides more 

news datasets for Indonesian text summarization research. 

Many methods can be used for automatic text summarization. The basic method is 

the Sentence Scoring method (Sri et al., 2017); (Sabuna and Setyohadi, 2017), Graph-Based 

method (Garmastewira and Khodra, 2019), Machine Learning (Patel et al., 2018) and Deep 

Learning (Padmapriya and Duraiswamy, 2014); (Yousefi-Azar and Hamey, 2017); (Adelia 

et al., 2019). IndoSum and IndoLEM also use Deep Learning. IndoSum uses Long Short-

Term Memory (LSTM), while IndoLEM uses Bidirectional Encoder Representations from 

Transformers (BERT). 




