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ABSTRACT 

 

 

In data quality, missing values is one form of data completeness problem faced by people 

who deal with data. The failure to handle missing values usually causes unwanted 

consequences such as misleading analysis and decision-making. Thus, to deal with missing 

values, data imputation methods were proposed with the aim of improving the completeness 

of the data sets of concern. Data imputation’s accuracy is a common indicator of a data 

imputation method’s efficiency.  However, the efficiency of data imputation in nominal data 

sets can be affected by the nature of the language in which the data set is written. Thus, there 

is a pressing need to deal with the problem, especially in non-Latin languages such as the 

Arabic language. In this thesis, the Enhanced Robust Association Rules (ERAR) method for 

missing values imputation is proposed. ERAR will improve the way to handle the Arabic 

language's complexity in terms of morphology and misspellings by adding an Arabic 

preparation step. The preparation step consists of Normalization, Error Detection, and Error 

Correction processes. ERAR is an extension of the Iterative method that adds filtering of 

frequent items. This method deals with high missing value rates by adjusting the support 

threshold in every iteration of the algorithm. This research aims to test the hypothesis that 

Arabic preparation and the filtering steps will improve the imputation processes in terms of 

accuracy, speed, and memory used. The findings discovered that with different missing value 

rates, ERAR was able to offer the highest accuracy percentage value reached 99% in the 

Arabic poetry data set, and speed as compared to the Iterative method in English and Arabic 

data sets at most MV rates, unfortunately not against the DT method. Nevertheless, the 

ERAR consumed the highest memory usage as compared to other methods during the 

imputation processes. In threshold values, the ERAR, Iterative methods are affected by 

different threshold values, where the accuracy decreases by reducing the support values, the 

same goes for elapsed time. in terms of memory usage, there is no clear effect. In the future, 

the research can be extended by covering the numerical data and other Arabic language 

issues. There is also room to improve ERAR in terms of memory use and speed.
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KAEDAH PETUA SEKUTUAN TEGAP YANG DIPERTINGKATKAN UNTUK 

IMPUTASI NILAI HILANG DALAM DATA SET BAHASA ARAB 

 

 

ABSTRAK 
 

 

Dalam kualiti data, nilai yang hilang adalah salah satu bentuk masalah kesempurnaan data 

yang dihadapi oleh orang yang berurusan dengan data. Kegagalan untuk mengendalikan 

nilai yang hilang biasanya menyebabkan akibat yang tidak diingini seperti analisis yang 

mengelirukan dan membuat keputusan. Oleh itu, untuk menangani nilai yang hilang, kaedah 

imputasi data telah dicadangkan dengan tujuan untuk meningkatkan kesempurnaan set data 

yang menjadi perhatian. Ketepatan imputasi data ialah penunjuk biasa bagi kecekapan 

kaedah imputasi data. Walau bagaimanapun, kecekapan imputasi data dalam set data 

nominal boleh dipengaruhi oleh sifat bahasa di mana set data ditulis. Oleh itu, terdapat 

keperluan mendesak untuk menangani masalah tersebut, terutamanya dalam bahasa bukan 

Latin seperti bahasa Arab. Dalam tesis ini, kaedah Enhanced Robust Association Rules 

(ERAR) untuk imputasi nilai hilang dicadangkan. ERAR akan menambah baik cara 

mengendalikan kerumitan bahasa Arab dari segi morfologi dan salah ejaan dengan 

menambah langkah penyediaan bahasa Arab. Langkah penyediaan terdiri daripada proses 

Normalisasi, Pengesanan Ralat dan Pembetulan Ralat. ERAR ialah lanjutan daripada 

kaedah Iteratif yang menambah penapisan item yang kerap. Kaedah ini menangani kadar 

nilai hilang yang tinggi dengan melaraskan ambang sokongan dalam setiap lelaran 

algoritma. Penyelidikan ini bertujuan untuk menguji hipotesis bahawa penyediaan bahasa 

Arab dan langkah-langkah penapisan akan meningkatkan proses imputasi dari segi 

ketepatan, kelajuan, dan ingatan yang digunakan. Penemuan mendapati bahawa dengan 

kadar nilai hilang yang berbeza, ERAR mampu menawarkan nilai peratusan ketepatan 

tertinggi mencapai 99% dalam set data puisi Arab, dan kelajuan berbanding kaedah Iteratif 

dalam set data Inggeris dan Arab pada kebanyakan kadar MV, malangnya. tidak 

bertentangan dengan kaedah DT. Namun begitu, ERAR menggunakan penggunaan memori 

yang paling tinggi berbanding kaedah lain semasa proses imputasi. Dalam nilai ambang, 

kaedah ERAR, Iteratif dipengaruhi oleh nilai ambang yang berbeza, di mana ketepatan 

berkurangan dengan mengurangkan nilai sokongan, perkara yang sama berlaku untuk masa 

berlalu. dari segi penggunaan memori, tiada kesan yang jelas. Pada masa hadapan, 

penyelidikan boleh diperluaskan dengan meliputi data berangka dan isu bahasa Arab yang 

lain. Terdapat juga ruang untuk menambah baik ERAR dari segi penggunaan memori dan 

kelajuan. 
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1 CHAPTER 

 

       INTRODUCTION 

 

1.0  Chapter Overview 

This chapter begins with Section 1.1 that consists of the background of missing 

values, the nature of Arabic data and its challenges, techniques used to deal with missing 

values, and limitations of Association Rules (AR) imputation techniques. Section 1.2 

consists of the research problems and questions, whereas Section 1.3 consists of the 

motivation for this thesis. Section 1.4 presents the objectives of the research before research 

contributions in Section 1.5.  The scope of this research can be found in Section 1.6, and 

finally, Section 1.7 has the description of the remaining chapters of this thesis.  

 

1.1 Background 

Usually, data is contaminated at the source. Data that has impurities like duplication, 

misspellings, and missing values are referred to as "dirty" in the context of data quality 

(MVs). The ratio of impurities in data sets varies and factors such as failure of monitoring, 

faults in data input process, equipment errors, interference with data collectors' ability to 

communicate with the central management system, and failure of the archiving system 

(hardware or software) or human errors contributing to the problem (Kaiser, 2014; 

Emmanuel et al., 2021). Dirty data must be cleaned before it can be useful in decision-

making or analysis for an organization. In fact, the quality of data determines the analysis 

quality (Russom, 2011; Suthar et al., 2012; Zhang, and Thorburn, 2022). 
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MV is an example of a data completeness problem that causes dirty data. It has been 

a historical problem for decades of data analysis and a common problem in many fields such 

as Business, Industry, Healthcare, and E-Government (Zainuri, Jemain, and Muda, 2015). 

MV occurs when no values of data are stored for the variable in an observation (Suthar, Patel 

and Goswami, 2012). MV is a typical occurrence in many applications and can significantly 

affect the results that can be drawn from the data. MV is one of the data quality problems 

from the data completeness dimension. 

MV usually occurs in many forms such as “NULL” values in the database or as empty 

cells in the spreadsheet. Some flat-file formats use various symbols for MV, such as 

Attribute-Relation File Format (arff) files uses “?” symbol for MV. No matter what the 

reason is, MV is a big problem faced by many statistical areas (Allison, 2001). A serious 

problem that occurs when handling the gap between the historical and the present data. For 

example, merging two or more data sets that have different structures (number of attributes) 

and records, causing the occurrence of MVs. 

The effects of MV can lead to significant issues. First, cases with missing data are 

typically immediately excluded by statistical techniques. In the end, there might not be 

enough information to conduct the analysis. One could hardly, for instance, perform a factor 

analysis on a small sample of cases. Second, due to the limited amount of input data, the 

analysis might be performed but the outcomes might not be statistically significant. Third, if 

the examples being studied are not picked at random, the results might be deceptive. These 

consequences are not restricted to English data sets but also to Arabic data sets or other 

languages (Brown and Kros, 2003; Godfrey and Loots, 2014). 

Addressing MV is essential to avoid unwanted consequences that affect the quality 

of the analysis. Data imputation is a term used to replace the MV with plausible values in 

the data set (Suthar, Patel and Goswami, 2012; Chhabra, 2017; Abidin, Ismail and Emran, 
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2018). Additionally, imputation is used to finish data sets in order to raise their quality. Due 

to Natural language processing, the imputation is a complex task, especially in the presence 

of noise (for example. misspellings and morphology complexity) (Alkhatib, Monem and 

Shaalan, 2020). 

Most MV imputation approaches suffer from severe limitations. They are almost 

exclusively restricted to numerical data, and they either offer only simple imputation 

methods or are difficult to scale and maintain in production (Biessmann et al., 2018). 

Generally, most modern machine language (ML) applications that involve text data are based 

on rather sophisticated natural language models. Combinations of such models with tabular 

data are an important field of research, but they are beyond the scope of most imputation 

research so far (Yin et al., 2020; Jäger, Allhorn and Biebmann, 2021). 

From that perspective, this research investigates the problem of MV in nominal data 

sets, especially in the Arabic language data sets. This thesis attempts to develop a method 

by using the best features of the current approaches while at the same time minimizing their 

current drawbacks in handling the Arabic language issues. The next section provides an 

elaboration of the challenges in handling the Arabic language. 

 

1.1.1 Arabic Language 

Over 400 million people worldwide are native Arabic speakers (Kourdi, Bensaid and 

Rachidi, 2004; Wikipedia, 2018). One of the most commonly used mother tongues in the 

world, it is the primary language in several Arab states and is spoken as a second language 

in many other nations. In contrast to Latin-based alphabets, Arabic is written from right to 

left. Arabic words contain two genders, feminine and masculine, three grammatical cases 

nominative, accusative, and genitive as well as singular, dual, and plural forms. When a noun 

is the subject of a verb, it is in the accusative case; when it is the object of a preposition, it 
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is in the genitive case. There are three main categories of words: nouns (which include 

adjectives and adverbs), verbs, and particles (Al-Harbi et al., 2008). 

Arabic is based on an alphabetical system that uses 28 basic letters. The following 

basic 28 letters make up Arabic alphabets (أ ب ت ث ج ح خ د ذ ر ز س ش ص ض ط ظ ع غ ف ق ك  

 Arabic letters differ from English ones where there is no upper .(ء) and Hamza (ل م ن ه و ي

or lower case. Arabic writing is distinctive where its orientation is from right to left  (Al-

Harbi et al., 2008; Duwairi, Al-refai and Khasawneh, 2009; Saad, 2010). 

Arabic language has symbols called diacritical marks, or simply diacritics, which are 

also known as Harakat (Arabic name). The fundamental objective of Harakat is to offer a 

phonetic manual or help. There are several Arabic diacritics, including Fatha, Kasra, 

Damma, Sukn, Shadda, and Tanwin (Zitouni, Sorensen and Sarikaya, 2006). Table 1.1 

shows the examples of the aforementioned diacritics pronunciation for the Arabic letter ( ب). 

Table 1.1: Diacritics Arabic Letters (Saad, 2010) 

 

Arabic is difficult to learn for a variety of reasons (Alansary, Nagi and Adly, 2007; 

Al-Harbi et al., 2008; Kwaik et al., 2018; Atwan et al., 2021). Which can be stated as follows: 

i. Orthography with diacritics is more phonetic and less confusing in Arabic; some 

character combinations can be expressed in various ways, such as [ــة] , [ــه]  and [ ت] 

 .[ــة] ,

ii. Compared to the English language, Arabic morphology is extremely complicated 

such as prefixes, affix, and suffixes where one word comes in different forms. 
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iii. Synonyms are common in the Arabic language, and it is considered as highly 

inflectional and derivational language. 

The challenges in the Arabic language stated above pose unique challenges in the 

data imputation process in practical for nominal data sets. Precisely, the process that will be 

affected is the matching process during the computation of frequent itemsets, which leads to 

the production of inaccurate data. Therefore, there is a need to overcome data imputation 

issue caused by the complexity of the language. 

 

1.1.2 Ways to Deal with Missing Values 

Several techniques are proposed in handling MV based on the type of their MV 

mechanism. These techniques are classified into two approaches which are case deletion and 

imputation (Uenal, Mayer and du prel, 2014; Mirzaei et al., 2022). 

Deletion methods, are the most common way to deal with MV. The most common 

techniques for handling MV are Listwise and Pairwise deletion (Baraldi and 

Enders, 2010; Emmanuel et al., 2021).With Listwise deletion, a record will be removed if 

one or more MV are found within the record. When data are Missing Completely at Random 

(MCAR), only unbiased parameter estimates will be produced by Listwise deletion, where 

neither observed data nor unobserved data is dependent on the MV of an attribute. Listwise 

deletion causes high data loss especially when the proportion of records with MV is high. 

To minimize the loss caused by listwise deletion, pairwise deletion is proposed. By 

eliminating instance variables (contains MV) instead of the entire record, this strategy is 

intended to decrease the number of cases that are eliminated in any given analysis. This will 

reduce the ratio of data lost with Listwise technique. Deletion methods will be elaborated 

further in Chapter 2. 


