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ABSTRACT 

 

Corneal arcus (CA), also known as arcus senilis or simply arcus, refers to a condition 

characterized by the accumulation of lipids, particularly cholesterol, in the cornea of the eye. 

The presence of CA may be an indicator of underlying systemic conditions such as high 

cholesterol in human body. When CA is detected during an eye examination, it may prompt 

further investigation into the patient's lipid profile and overall cardiovascular health. 

Individuals with CA may be advised to undergo blood tests to measure cholesterol and 

triglyceride levels. The most common test is known as a lipid panel or a cholesterol blood 

test. Therefore, leveraging image processing offers a non-invasive and painless alternative 

to traditional blood tests for detecting corneal arcus. This research is about the 

implementation of convolutional neural network (CNN) in detecting cholesterols presence 

by classifying normal and CA images. A dataset of 459 images comprising 237 for normal 

and 222 for CA images were formed. There are three different CNN models were proposed 

for feature extraction and classifying the normal and CA images which are CNN, Resnet-50 

and VGG-19. From the parameter evaluation, it can be concluded that batch size of 20 and 

learning rate of 0.0001 suit with Resnet-50 and CNN model, while VGG-19 suit with batch 

size of 10 and learning rate of 0.00001 to classify with the normal and CA dataset. The best 

result was exhibited by Resnet-50 with 10-fold cross-validation producing high average 

detection in terms of sensitivity, specificity, and accuracy of 100%. Thus, deeper networks 

implementation is recommended in the future to further improve CA localisation in 

cholesterol detection. 
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KLASIFIKASI IMEJ ARKUS KORNEA DENGAN MENGGUNAKAN RANGKAIAN 

NEURAL PELINGKARAN YANG DIPERBAIKI 

 

ABSTRAK 

 

Kornea Arkus (KA), juga dikenali sebagai arkus senilis atau ringkasnya arkus, merujuk 

kepada keadaan yang dicirikan oleh pengumpulan lipid, terutamanya kolesterol, dalam 

kornea mata. Kehadiran KA boleh menjadi penunjuk keadaan di mana kolesterol tinggi 

dalam badan manusia. Apabila KA dikesan semasa pemeriksaan mata, pakar perubatan 

akan menasihati pesakit untuk membuat pemeriksaan kesihatan yang lanjut ke atas profil 

lipid pesakit dan kesihatan kardiovaskular secara keseluruhan. Individu yang mempunyai 

KA akan dinasihatkan untuk menjalani ujian darah untuk mengukur paras kolesterol dan 

trigliserida. Ujian darah yang dikenali sebagai lipid panel atau ujian darah kolesterol akan 

mengukur pelbagai jenis kolesterol dan trigliserida dalam darah. Penyelidikan ini adalah 

mengenai pelaksanaan Rangkaian Neural Pelingkaran (CNN) dalam mengesan kehadiran 

kolesterol dengan mengklasifikasikan imej normal dan KA. Oleh itu, set data 459 imej yang 

terdiri daripada 237 untuk imej biasa dan 222 untuk imej KA telah dibentuk. Terdapat tiga 

model CNN berbeza telah digunakan untuk mengelaskan imej biasa dan KA iaitu CNN, 

Resnet-50 dan VGG-19. Daripada penilaian parameter, dapat disimpulkan bahawa 

kumpulan saiz 20 dan kadar pembelajaran 0.0001 sesuai dengan model Resnet-50 dan CNN, 

manakala VGG-19 sesuai dengan kumpulan saiz 10 dan kadar pembelajaran 0.00001 untuk 

mengklasifikasikan dengan normal dan CA dataset. Ringkasnya, hasil terbaik dipamerkan 

oleh Resnet-50 dengan pengesahan silang 10 kali ganda menghasilkan pengesanan purata 

tinggi dari segi kepekaan, kekhususan dan ketepatan 100%. Oleh itu, pelaksanaan 

rangkaian yang lebih mendalam disyorkan pada masa hadapan untuk menambah baik 

pengelasan KA dalam pengesanan kolesterol. 
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CHAPTER 1 

 

INTRODUCTION 

 

This chapter mainly will provide an overview of corneal arcus condition as well as 

the background study of classification technique through deep learning method. The 

objectives of the project and challenges or problems that led to the development of this 

project are highlighted and discussed. Overall, this chapter presents the organization of this 

research study. 

 

1.1 Project Overview 

 

A healthy lifestyle means physical and mental health in a person. In many cases, the 

physical and mental are closely related to each other. Cholesterol, a fundamental lipid 

molecule, plays a pivotal role in the physiology of living organisms, serving as an 

indispensable component of cell membranes and a precursor for vital bioactive molecules. 

While essential for various physiological processes, an imbalance in cholesterol levels can 

lead to profound health implications, notably cardiovascular diseases, stroke, diabetes, high 

blood pressure and many more. High and low cholesterol in the blood vessels is one of the 

physical health issues that we must consider.  

 

There are two types of cholesterol in lipoprotein transporters which are low density 

lipoproteins (LDL) and high-density lipoproteins (HDL). LDL is considered bad cholesterol 

that carries cholesterol particles throughout the body and cholesterol will accumulate in the 



2 
 

wall of the arteries. HDL considered as good cholesterol, it will pick up the excess 

cholesterol and take it to liver. Figure 1.1 below shows the illustration of LDL and HDL in 

human body. Usually, people that will be associated from high risk of developing high 

cholesterol are those who are living with obesity, consuming a lot of saturated and trans-fat 

like fast food, have a limited physical activity, smoking, having a family history of high 

cholesterol or having diabetes, kidney failure or hypothyroidism.   

 

A report from the American Heart Association 2021 stated that according to National 

Health and Nutrition Examination Survey (NHANES) in 2015 to 2018, among US adults 

≥20 years of age, the age-adjusted prevalence of obesity was 39.9% in males and 41.1% in 

females; the prevalence of extreme obesity was 6.2% in males and 10.5% in females; the 

overall prevalence of obesity among youth 2 to 19 years of age was 19.0% (Virani et al., 

2021). Apart from this risk factor, it is wise to keep in mind that people all of ages, genders 

and ethnicities can have high cholesterol. This disease happened when the plaque (extra 

cholesterol that build up at the arteries) became hardened and narrowed at the wall of arteries 

which will block the flow of blood into heart. This condition is known as atherosclerosis 

which is a serious condition of that can limit the blood flow through the arteries and raise a 

risk of developing dangerous blood clot (Rafieian-Kopaei et al., 2014). Without any 

treatment or medication, hence, it will lead to many life-threatening complications like 

stroke, heart attack, chest pain or angina, high blood pressure peripheral vascular disease 

and chronic kidney disease.  
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Figure 1.1: The illustration of type of cholesterols (Hosur, 2022). 

 

Essentially, the focus of this research is to suggest non-intrusive way in detecting the 

cholesterol. Currently, there are a few ways in detecting level of cholesterol in blood vessel 

for instance lipid panel test. The test required patient to fast at least 10 hours fasting and if 

the patient suffered from heart attack, surgery, infection, or pregnancy they need to wait 2 

months before having the test. A blood test will be performed using a syringe to extract the 

blood from the vein at the arm or finger prick in order to gain a blood sample to be test out 

the level of cholesterol. Sometime, there is a people that have a fear to needle also called 

needle phobia or trypanophobia. People who suffer from this phobia at times debilitating 

condition usually will experience symptoms like hypertension, rapid heart rate, fainting or 

loss consciousness, besides, they even fear associated with doctors and nurses. This will 

prevent them from seeking treatment when facing from any serious ailments for instances 

high cholesterol in body.  

 

In conclusion, high cholesterol can be one of the root causes in triggering other 

disease to attract so, it is a must to have a preliminary detection on detecting cholesterol. 




