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ABSTRACT Accurate fault detection and diagnosis (FDD) is critical to ensure the safe and reliable operation
of industrial machines. Deep learning has recently emerged as effective methods for machine FDD appli-
cations. However, the gradient descent optimization method that is commonly used in deep learning suffers
from several limitations, such as high computational cost and local sub-optimal solutions. Accordingly, this
paper proposes a new parallel ensemble model comprising hybrid machine and deep learning for undertaking
FDD tasks. Composed of three levels of learning, the proposed ensemble model employs two base learners
and a meta-learner, and is executed in parallel processing platform to achieve efficient computation. The base
learners adopt a hybrid Back-Propagation (BP) and Particle SwarmOptimization (PSO) algorithms to exploit
the corresponding local and global optimization capabilities for identifying optimal features and improving
FDD performance. The proposed model is validated through a series of experiments using two benchmark
data sets, i.e., CWRU and MAFaulD. The results demonstrate a high performance with accuracy rates of
98.45% and 99.79% for CWRU and MAFaulD, respectively. Its parallel implementation is able to reduce
the computation time, resulting in a speed-up of 5.9 time and 7.17 time, respectively. These findings indicate
that the proposed model is effective and efficient for FDD of industrial machinery, making it a promising
solution for implementation in real-world environments.

INDEX TERMS Fault detection and diagnosis, deep learning, machine learning, ensemble learning, parallel
computing, hybrid optimization.

I. INTRODUCTION
Machinery Fault detection and diagnosis (FDD) is a criti-
cal area that involves identifying the relationships between
the health of a machine and the sensory data samples col-
lected from the machine. Historically, experts have relied
on their engineering experience and knowledge to identify
these relationships [1]. However, this traditional approach
is time-consuming, as experts need to spend a significant
amount of time to gather data, manually analyze them, and
make decisions based on their expertise. In addition, the
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traditional approach relies on human judgement, which is
subject to human errors. As a result, there is a growing
interest to develop efficient and accurate methods for FDD
of industrial machinery. The advent of Artificial Intelli-
gence (AI) methodologies, which include machine learn-
ing (ML) and deep learning (DL), has opened up the
way to design intelligent systems for various data analyt-
ics tasks in different domains, e.g. financial fraud detec-
tion [2], [3], medical data classification [4], [5], power
systems monitoring [6], [7], and many others. In FDD,
AI-based methods are useful for automating the underlying
process, reducing the time and resources, and increasing the
performance [1], [8].
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Non-invasive methods such as vibration analysis of
machines are useful for monitoring and predicting the
maintenance needs of machines. Vibration monitoring is a
commonly used method for analyzing a machine’s state,
which can be used to detect incipient failures, identify the
failure location, and estimate the failure time. Monitoring the
state of machines is critical to reduce or avoid shutdowns of
industrial systems or processes [9]. By combining vibration
signal detection with an intelligent system, it is possible to
identify the machine’s condition and predict the possibility
of failures. This can help maintenance teams to predict and
repair machines in a timely manner, avoiding unplanned
maintenance, long downtimes, and costs [10], [11], [12].
Advances in technology, including the reduction in sensor
and data storage costs and increased computer power, have
made digitized and intelligent FDD systems possible. Indeed,
many data-driven solutions utilizing big data and computa-
tional intelligence models such as support vector machine
(SVM) [13] and artificial neural network (ANN) [14] have
been applied to fault detection, classification and prediction
in industrial environments.

The use of ML/DL for identifying and diagnosing fail-
ures in industrial motors has become more prevalent in
recent years. In this regard, DL models have become widely
used in FDD of machinery [15], [16], [17], as they can
address the limitations of traditional ML methods in per-
forming automated feature extraction. On the other hand,
ensemble methods, which combine the strengths of mul-
tiple techniques to overcome their individual limitations,
have been adopted for solving FDD problems [17], [18].
However, many existing DL-based solutions employ single
models, which are often not efficient and effective in han-
dling large-scale data and complex systems [19]. Further-
more, the learning procedure of many DL models hinges on
the backpropagation (BP) algorithm with gradient descent
optimization. BP is known to suffer from several limita-
tions, such as local suboptimal solutions, difficulty in decid-
ing the initial parameter settings, and absence of paral-
lelization implementation that can the expedite computation
process [20], [21], [22].

To cope with the above-mentioned shortcomings, a new
parallel ensemble model comprising heterogeneous ML -
DL models for machinery FDD is proposed in this study.
The proposed model is a powerful and efficient approach
for identifying and addressing FDD tasks. This approach
utilizes multiple ML and DL models that operate in parallel
to rapidly detect and diagnose faults in industrial machin-
ery with high accuracy. Owing to its parallel implementa-
tion, this approach is highly scalable and can be applied
to large-scale industrial systems in a cost-effective man-
ner. In summary, the contributions of this paper are as
follows:

• an ensemble-based method to leverage the strengths of
multiple ML/DL models;

• a hybrid PSO-BP algorithm to optimize the
DL parameters;

• a parallel processing platform to reduce computation
time and make the developed method suitable for under-
taking large-scale FDD tasks.

The rest of this paper is organized as follows: Section II
presents a literature review on FDD and related areas. Sec-
tion III explains the proposed method in detail, Section IV
presents and discusses the experimental study. Concluding
remarks are given in Section V.

The rest of this paper is structured as follows. Section II
describes the related studies in the literature. Section III
explains the ECDLP method in detail. Experimental results,
analyses, and discussion are presented in Section IV, while
concluding remarks are given in Section V.

II. LITERATURE REVIEW
FDD plays a crucial role in identifying the relationships
between machine health states and measured sensor data.
Traditionally, experts rely on their engineering experience
and knowledge to detect these relationships. However, this
approach is time-consuming, labor-intensive, and subject to
human errors. To address these issues, ML and DL methods
have been utilized to automate FDD tasks [1].

ML has been successfully used various FDD problems,
e.g. in [13], an SVM combined with Continuous Wavelet
Transform (CWT) was applied to bearing fault detection
in an induction motor. The CWT extracted features associ-
ated with various types of faults, and the SVM classified
them with good results. In [23], a hybrid approach using a
Random Forests (RF) classifier was developed for FDD of
rolling bearings, which leveraged wavelet packet decomposi-
tion to extract fault features. In [24], the K-Nearest Neighbour
(KNN) and self-organizing map models were adopted for
condition monitoring of cooling fan bearings, while in [25],
the ability of a Bayesian Network Classifier (BNC) to infer
probabilities for FDD of chiller faults in single step was
demonstrated. In [26], a framework for predictive mainte-
nance based on key performance indicators and a cluster-
based hidden Markov model was developed for machinery
deterioration estimation. These ML methods require signif-
icant effort in feature extraction from raw signals, which is
costly in terms of labour and expertise.

Recently, DL methods have been shown useful for FDD of
rotating machinery [15], as they can address the limitations of
ML methods by automatically performing feature extraction.
In [27], a parse autoencoder was applied to extract represen-
tative features from statistical values of bearing signals and a
Deep Belief Network (DBN) was used to classify the health
conditions. In [14] a normalize sparse autoencoder (NSAE)
was developed for intelligent fault diagnosis, and a local
connection network constructed by NSAE was devised to
minimize misclassification of mechanical health conditions.
Additionally, in [28], a self-adaptive optimized DBN was
proposed for FDD of rolling bearings, which was pre-trained
by a mini-batch stochastic gradient descent method. In [11],
an adaptive residual Convolutional Neural Networks (CNN)
approach was proposed and evaluated using fault data
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collected from a Chinese lead-based nuclear reactor and
nuclear platform. In [12], Deep CNNs with variational mode
decomposition (VMD) algorithms were combined for FDD
of wind turbines, while in [10] deep adversarial networks
were developed for machinery fault diagnosis and prediction.
Bayesian DL approach was also proposed in [29], which
utilized the prediction uncertainty to improve FDD by using
a risk function reflecting the cost of misclassifications.

Ensemble methods, which combine the strengths of multi-
ple techniques to overcome their individual limitations, have
been used in the literature for FDD tasks. In [30], an ensemble
multi-objective optimization framework comprising DBN,
deep autoencoder, and CNNwas employed for effective diag-
nosis of rotor and bearing faults in rotatingmachinery. In [31],
an ensemble DL method composed of DBNs and stacked
denoising autoencoders was presented for transformer FDD
using an internet-of-thing (IoT)-based condition monitoring
system. Furthermore, in [32], various ensemble learning and
ML methods were evaluated for FDD of photovoltaic sys-
tems, with a focus on detecting complex faults. An ensemble
DL-based data fusion approach was proposed in [33] for
fault detection in industrial IoT settings. The DNN, CNN,
and Long Short Term Memory Network (LSTM) models
were utilized to produce good FDD results. Overall, based
on the literature, ensemble-learning methods are effective in
improving performance in undertaking FDD tasks.

This study aims to enhance ensemble learning approaches
by addressing some of the limitations of current DL-based
methods. Many current DL-based methods employ single
classifiers. Besides, DL models are often not suitable for
handling large-scale data due to their complex architec-
tures. Additionally, DL methods typically rely on gradi-
ent optimization with BP, which can result in suboptimal
generalization performance. To overcome these issues, this
research proposes an ensemble of heterogeneous ML-DL
models that are optimized using a hybrid PSO-BP algo-
rithm. To improve processing efficiency, a parallel processing
platform is designed to implement the ensemble model for
FDD tasks.

III. METHODOLOGY
In this study, we introduce a new ensemble-based ML/DL
method for FDD of machinery, and is denoted as EMDL-
FDD, this proposed method covers preparing and clean-
ing data (Section III-A), ensemble learning and training of
DNN models with a hybrid PSO-BP method (Section III-B)
and parallel implementation of the resulting ensemble-based
method (Section 2.3).

A. PRE-PROCESSING
The first step in the proposed method is pre-processing the
data samples. The raw data samples are in the form of mul-
tivariate time-series signals. These signals are transformed
into a set of features that are relevant for FDD. Specifically,
statistical features are extracted from the time and spectral

domains of each signal [34]. The extracted features form
a new representation that reduces the dimensionality of the
original features as well as reduces the computational costs.
The feature data samples are then normalized using z-score
normalization [35] (Equation 1) before being used in the
ensemble of DNN and ML models.

X =
(x − µ)

σ
, (1)

where variables x, σ , µ are the original value, standard devi-
ation, and mean value, respectively.

B. ENSEMBLE LEARNING OF EMDL-FDD
Fig. 1 illustrates the proposed EMDL-FDD framework,
which adopts a three-tiered learning approach. The first level
(L0) comprises a number of DNNs used as base learners
for performing initial classification. The second level (L1)
involves a combination of DNNs and various ML models,
which include SVM, RF, KNN, Decision Tree (DT), and
XGBoost (XGR), for further classification. The third level
(the meta-learner) utilizes single ANN model to make the
final classification decision.

In L0, the base learners (i.e., DNNs models) operate inde-
pendently on a parallel processing platform. The input data
are processed by each DNN model, resulting in a prediction
at the output layer (n ∗ d), where d and n indicate the
target class and the number of samples, respectively. The
hidden layers between the input layer and the ouput layer use
functions h = f (W1x + b1), hl = f 1 (W2hl + b2) , . . .o =

fl (Wl+1hl + bl+1) , where x, h, o, l denote the data sample,
the hidden layer output, the final layer output, and the number
of layers, respectively. The DNN layers are dense, and a
Rectified Linear Unit (ReLU) activation function is used in
the hidden layers. The ensemble DNN model employs two
different activation functions in the last hidden layer, either
sigmoid or Softmax.

The DNN models in L0 are trained and optimized using
a combination of metaheuristic optimization (i.e., PSO) and
gradient optimization (i.e., BP) techniques. PSO is simple and
has demonstrated its capability in solving complex optimiza-
tion problems in various domains. It supports constructive
collaboration among all particles to search for a global opti-
mal solution, while BP performs non-linear mapping through
local search. The combination of both techniques yields better
results than using them individually.

BP employs the Weighted Cross Entropy (WCE) as a loss
function to adjust the DNN trainable parameters, θ , in a
minimization mode. The loss function (Jθ ) is computed using
Equation 2:

Jθ =
1
n

∑n

i=1
[Xi log(Yi) + (1 − Xi) log(1 − Xi)], (2)

where n is the number of samples, Xi and Yi are the
original and predicted class labels respectively. Parame-
ters θ are updated during local search with BP using
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FIGURE 1. A schematic diagram of the proposed ensemble-based ML-DL method for fault detection (EMDL-FDD).

Equations 3 and 4:

θ ijα = θ ijα − γ
∂

∂θ
ij
α

Jθ (X ,Y ), (3)

∂

∂θ
ij
α

Jθ (X , g(f (X )))

=

N∑
i=1

∂

∂θ
ij
α

Jθ (Xi, g(f (Xi)))

=

N∑
i=1

∂

∂zjα
Jθ (Xi, g(f (Xi)))

∂

∂θ
ij
α

zjα =

N∑
i=1

δjαX
T
i , (4)

where γ is the learning rate, N is the number of neurons,
and α refers to the activation value of the hidden layer, H ,
and the output layer, Y . The contribution of each data sam-
ple in the optimization process leads to the total error:
δ
j
α =

∂

∂zjα
Jθ (Xi, g(f (Xi))) .

The output of local optimization with BP, computed using
Equations 3 to 5, is denoted asMθ . This output is then utilized
in the PSO algorithm. Specifically, Mθ is used to generate a
set of particles Ps, which is distributed throughout different
regions of the search space. Each particle Pi then moves
with velocity Viθ over a number of iterations (t) according

VOLUME 11, 2023 39869



M. N. Al-Andoli et al.: Parallel Ensemble Learning Model for FDD of Industrial Machinery

to Equations 5 and 6 to update its position.

V (t+1)
θ i =λv(t)θ i +c1r1

[
pbest(t)θ i −M (t)

θ i

]
+c2r2

[
gbest(t)θ −M (t)

θ i

]
,

(5)

i ∈ [1,Ps],

M (t+1)
θ i = M (t)

θ i + V (t+1)
θ i , i ∈ [1,Ps] , (6)

For each particle, Pi, the best local solution is updated with
Equation 7.

Pbestθ i = Mθ i|f (Mθ i) = min
{
f
(
Mθ i,c

)}
c=1,2,3,...,t+1

, (7)

In Equations 5 to 7, r1 and r2 are two randomly cho-
sen numbers in the interval [0, 1]; Mθ i is the output of a
local replica;λ determines the Ps movement inertia; c1 is
the cognitive parameter and c2 is the social parameter, while
t, v, gbest , and pbest are the number of iterations, velocity,
global best particle and local best particle, respectively. The
global best particle is computed by averaging pbest or the best
local particle with the highest rank. The global best particle
is computed using Equation 8.

gbestθ = min


[
Pbestθ i |f (Pbestθ i ) = min

{
f (Pbestθ i )

}
i=1,2,3,...,Ps

]
,[

1
Ps

∑Ps
i=1 P

best
θ i

]
 . (8)

The fitness function is calculated by the average values of
the loss function (i.e., WCE) from local BP optimization
JθM = (Jθ1, Jθ2, Jθ3, . . . , Jθm) in Equation 3, as indicated
in Equation 9.

f (JθM ) =
1
m

m∑
i=1

Jθ i, (9)

where Ps refers to the number of particles. Once the fitness
function is improved in a minimization mode, Pbestiθ and gbestθ

are updated using Equations (6) to (9).
The optimization of DNN models is repeated to achieve a

high performance in the first-level classification. The output
of each DNN base learner (ŷ) is then combined into one
vector (Y1), where Y1 = (ŷ1, ŷ2, . . . , ŷb1), b1 indicates the
number of base learners in L0. New feature representations
(A) are created by combining the original features (X) and the
predictions of the first base learners (Y1), where A = X ∪Y1.
In the second level of learning (i.e. L1), the new features are

represented as A. A set of heterogeneous ML and DL models
that include DT, RF, KNN, XGB, and SVM as well as DNN
models with either softmax or sigmoid activation functions is
formed. Fig.2 illustrates the learning process of L1. The DNN
training process in L1 uses the same PSO-BP optimization
method as that in L0. Other ML models, i.e., DT, RF, KNN,
XGB, and SVM, are trained using their respective default
methods provided in the scikit-learn library.

Once a high performance has been achieved in L1, the
output (ŷ) from each base learner (DNN orML) are combined
into one vector Y2, where Y2 = ( ˆ̂y1, ˆ̂y2, . . . , ˆ̂yb2), and b2
represents the number of base learners in L1. This merged

output is passed on to single ANN, known as themeta-learner,
to perform the final classification. In this study, the meta
learner is a feedforward ANN with a hidden layer and an
output layer activated using a softmax function and trained
using BP.

C. PARALLEL PROCESSING IN EMDL-FDD
A parallel processing platform is utilized to enhance the effi-
ciency of EMDL-FDD. This platform operates on two levels:
high-level parallelism (e.g. multi-processors and machines)
and low-level parallelism (e.g. multi-threads). Data paral-
lelism is used to construct the platform. Parallel processing is
implemented for the base learners and the tasks of each DNN
base learner. In other words, parallelization is performed
among individual base learners and among the tasks of sin-
gle DNN base learner. This parallelization includes dividing
the dataset into partitions and training the model. Moreover,
parallel processing is used to update the local solution for a
pool of particles simultaneously. The Python’s Ray library is
employed, which is one of the most up-to-date libraries in the
field of parallel processing to train and optimize ML and DL
models [36]. It is capable of processing large amount of data
and of supporting data sharing concepts.

In L0, each DNNmodel and its training operations are exe-
cuted in a high-level parallelism mode, i.e., multi machines
or processors or cores. In addition, the tasks of the DNN
base learners are carried out in a low-level parallelism mode,
i.e. multi-threads, with CPU cores. This parallelization is
conducted for two reasons. Firstly, parallel tasks consume
most of the execution time of EMDL-FDD. Secondly, inde-
pendent processing occurs among individual base learners,
as well as among DNN tasks, such as the operations of PSO
particles. Therefore, the synchronization and communication
operations are limited. The same parallelization is also carried
out in L1, i.e., among the base learners, as well as among the
tasks of each DNN base learner.

The parallelism operation of EMDL-FDD starts by estab-
lishing several Ray workers according to the maximum num-
ber of base learners. Each worker receives its allocated
resources, i.e., machines and processors, in a ratio of 1: m,
where m is the number of base learners. In each DNN, multi-
thread Ray workers are established according to the number
of particles Ps, where each individual particle, Pi, carries
out a search process and updates its local solution pbest in
parallel processing. All individual particles are synchronized
to collect the results of local replicas Mθ . Next, the fitness
function of PSO is computed, and the global best solution
gbestθ is updated. Once the learning process in L0 has been
performed, a synchronized step is carried out to collect the
output of the respective base learners and send to the base
learners in L1. In L1, the parallelization procedure is carried
out in the same way as that in L0. Finally, the output of L1
is sent to the meta-learner to perform the final classification.
Fig.2 illustrates the parallel processing platform of EMDL-
FDD, while Algorithm 1 shows the steps of EMDL-FDD.
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FIGURE 2. Parallel Processing Platform of EMDL-FDD.

IV. EXPERIMENTAL STUDIES AND RESULTS
A series of experiments was conducted to evaluate the per-
formance of EMDL-FDD. The results are analyzed and dis-
cussed in detail.

A. DATA SETS
In this study, we use five malware datasets for performance
evaluation, as follows:

1) Case Western Reserve University (CWRU) [37], [38]:
This is a popular and easily accessible data set. It was
collected from the driving system of a test motor.
The motor has 2 HP power, a torque transducer,
a dynamometer, and control electronics. The data set
contains 2300 samples, which cover three conditions:
(1) 1 HP load applied to the motor, (2) 48 kHz sampling
frequency of the accelerometers, and (3) shaft rotating
speed of 1772 rpm. The data set contains three defects
at different diameters (0.007, 0.014, and 0.021 inches)
in one of three parts of the bearing: inner race, outer
race, and ball.

2) Machinery Fault Database (MAFaulD) [39]. This data
set contains 1951 multivariate time-series sensory data
acquired from a SpectraQuest’s Machinery Fault Sim-
ulator (MFS) Alignment-Balance-Vibration (ABVT)
system. The data samples cover six simulated states:
normal function, imbalance fault, horizontal and ver-
tical misalignment faults, and inner and outer bearing

faults. The data set contains 561655 samples from
8 sources (6 accelerometers, a microphone, and a
tachometer).

B. EVALUATION METRICS
Accuracy, precision, recall, and F1-score metrics were
adopted for performance evaluation and comparison. These
metrics are computed based on the True Positive (TP), False
Positive (FP), True Negative (TN), and False Negative (FN)
rates, as in Equations (10) to (13):

Accuracy =
TP+ TN

TP+ TN + FP+ FN
. (10)

Precision =
TP

TP+ FP
. (11)

Recall=
TP

TP+ FN
. (12)

F1 − score =
Re call × Pr ecision
Re call + Pr ecision

. (13)

To evaluate efficiency and scalability of EMDL-FDD, run-
time speedup and Percentage Improvement (PI) indicators
were used, as defined in equations 14 and 15.

Speed − up(A,B) =
Method(A)
Method(B)

(time). (14)

PI (A,B) =
Method(A) −Method(B)

Method(A)
× 100.

(15)
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Algorithm 1 EMDL-FDD
Input: Data fault samples X
Output: Fault detection and classification in data samples
1: Processing data:
2: Pre-processing with equation 1.
3: Ensemble learning and classification:
4: a) First base learners (L0)
5: For all (base learners b1) do in parallel
6: Generate DNN models, which represent base classifiers (See Section III-B)
7: Train DNN models:
8: for j=1 to t
9: For all (PsinPm): doinparallel
10: Optimize DNN models with PSO-BP (Refer to Section III-B)
11: end parallel
12: end for
13: Obtain fault data detection and classification ŷ
14: end parallel
15: Send the output to the fusion step
16: b) Fusion step:
17: Combine the outputs of the first base learners
18: Combine Y1 to the original features X to produce A, A = X ∪ Y
19: c) Second base learners (L1)
20: For all (base learners b1) do in parallel
21: Generate DNN and ML models, which represent base classifiers (See Section III-A)
22: Train DNN models in parallel with PSO-BP likewise (a) step:
23: Obtain fault data detection and classification ˆ̂y
24: end parallel
25: Send the output to the fusion step
26: d) Fusion step:
27: Combine the outputs of the second base learners Y2 = ( ˆ̂y1, ˆ̂y2, . . . , ˆ̂yb2)
28: e) Meta classifier:
29: Receive the prediction values Y2 from the second base learners
30: Generate meta learner (NN)
31: Train the meta learner and make the final prediction
32: Return fault data detection samples.

C. EXPERIMENTAL SETTINGS
Two machines were employed to analyze and verify the
parallel implementation of EMDL-FDD. The processors used
were Intel Core-i7, and the operating system was Ubuntu
22.04. One machine had 8 GB Random Access Memory
(RAM), and the other had 4 GB. The Python Ray Library [36]
was used to implement parallelization. For the base learn-
ers (i.e., DNNs), the number of iterations, batch size, and
learning rate were set to 100, 256, and 0.001, respectively.
Five DNN models were used in the L0, and eight heteroge-
neous models (i.e., four DNNs, RF, DT, KNN, and XGB)
were used in L1 to form an ensemble method. The PSO
parameters for DNN optimization were set as follows: c1,
c2, the inertia weight, the number of particles were 0.5, 0.3,
20, 0.9, respectively. Each particle’s position was initialized
randomly between 0 and 1. Two ensemble learning models
were developed for performance comparison: an ensemble
of heterogeneous models (denoted as EML) consisting of
ML-RF, ML-DT, ML-KNN, ML-XGB, and ML-SVM, and

an ensemble of several DNNs (denoted as EDNN). EDNN
served as a variation of EMDL-FDD, which excluded the
use of ML models. The data set was divided into a train-
ing set and a test set with a ratio of 4 to 1. The experi-
ment was repeated ten times, and the average results were
computed.

D. RESULTS AND DISCUSSION
1) PERFORMANCE ANALYSIS OF EMDL-FDD METHOD ON
CWRU
The CWRU data set contains 10 faults classes (C0, C1,
C2, C3, C4, C5, C6, C7, C8, C9): three for ball defects
with 0.007, 0.014, 0.021 inches, three for Inner race faults
with 0.007, 0.014, 0.021 inches, three for Outer race
faults with 0.007, 0.014, 0.021 inches, and one for normal
state. The results were obtained from three levels of fault
classification: the first layer of base learners (L0), the second
layer of base learners (L1), and the meta-learner (L2).
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The performance of individual DNNs in L0 is shown in
Table 1. The results indicate that individual DNNs can pro-
duce high accuracy, precision, recall, and F1-score rates of
95.78%, 95.79%, 95.78%, and 95.77%, respectively.

Table 2 displays the performance of individual DNNs and
MLs models in L1 using the original features and outputs
from L0. Table 2 (a) shows that DNNs demonstrate high per-
formance with the four metrics (accuracy, precision, recall,
and F1-score rates) of 97.04%, 97.05%, 97.04%, and 97.03%,
respectively. Table 2 (b) shows that the best ML model, i.e.,
ML-XGB, achieves the accuracy, precision, recall, and F1-
score rates of 95.78%, 96.1%, 95.0%, and 96.09%, respec-
tively. The results in Tables 1 and 2 indicate that DNNs yield
better performance in L1 as compared with those in L0.

TABLE 1. Performance of individual DNN models in L0 on the CWRU data
set with original features.

TABLE 2. Performance of individual DNN models and ML models in L1 on
the CWRU data set with original features and outputs from L0.

Table 3 shows the experimental results of EMDL-FDD
for each fault type, which lead to the final classification and
fault detection in the meta-learner level (L2). The average
accuracy, precision, recall, and F1-score rates of EMDL-FDD
are 98.45%, 98.42%, 98.59%, 98.27%, respectively.

A performance comparison among EMDL-FDD, EML
(comprising ML-RF, ML-DT, ML-KNN, ML-XGB, and
ML-SVM) and EDNN (five DNNs with ML models
excluded) was conducted. The results of EML, EDNN, and
EMDL-FDD are listed in Table 4. It is clear that the proposed
EMDL-FDD method outperforms EML and EDNN in all
performance indicators. EDNN ranks the second, while EML
has the worst performance.

TABLE 3. Performance of EMDL-FDD for each fault in the CWRU data set.

TABLE 4. Performance comparison of three ensemble methods on the
CWRU data set.

2) PERFORMANCE ANALYSIS OF EMDL-FDD METHOD ON
MAFAULD
The performance of EMDL-FDD was also evaluated
using the MAFaulD data set. There are six fault classes
(C0, C1, C2, C3, C4, C5): normal, imbalance, horizontal
misalignment, vertical misalignment, overhang bearing, and
underhang bearing.

Tables 5 to 7 show the results from three levels of fault
classification: L0, L1, and L2. Based on Table 5, the results
of individual DNNs in L0 using the original features are
high, with the best accuracy, precision, recall, and F1-score
rates of 95.58%, 95.61%, 95.58%, and 95.6%, respectively.
Table 6 shows the performance of individual DNNs and
MLs models in L1 using the original features and outputs
from L0. DNNs produced high accuracy, precision, recall,
and f1-score rates of 97.68%, 97.88%, 97.32%, and 97.9%,
respectively. Again, ML-XGB yielded the best ML results
with accuracy, precision, recall, and f1-score rates of 95.49%,
95.64%, 95.49%, and 95.48%, respectively. The results in
Tables 5 and 6 indicate that DNNs yield better performance
in L1 as compared with those in L0.

TABLE 5. Performance of individual DNN models in L0 on the MAFaulD
data set using original features.
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TABLE 6. Results of individual DNN models and ML models in L1 on the
MAFaulD data set with original features and outputs from L0.

Table 7 shows the performance of EMDL-FDD for each
fault class using the MAFaulD data set, depicting an average
accuracy of 99.79%, precision of 99.745%, recall of 99.75%,
and F1-score of 99.63%. Notice that classes C0 and C1 pro-
duce 100% in all metrics. Table 8 shows a comparison among
EML, EDNN, and EMDL-FDD using the MAFaulD data set.
Again, EMDL-FDD yields the best overall performance.

TABLE 7. Performance of EMDL-FDD for each fault in the MAFaulD data
set.

TABLE 8. Performance comparison of three ensemble methods on the
MAFaulD data set.

3) REMARKS
The proposed EMDL-FDD method has demonstrated excep-
tional performance in identifying various fault classes in both
CWRU and MAFaulD data sets, as shown in Tables 1 to 8.
The ensemble approaches, namely EML and EDNN, are able
to improve the FDD performance of individual ML and DNN
models. The effectiveness of EMDL-FDD is attributed to
the combination of heterogeneous ML and DNN models for
classification. Clearly, the strength of using two levels of base

learners and a meta-learner leads to improved classification
performance by utilizing the output of the first level and the
original features. Additionally, the use of hybrid optimization
for devising DNN models, which combines metaheuristic
optimization with PSO and gradient optimization with BP,
has allowed EMDL-FDD to find the best solution and achieve
the best performance, as compared with other methods. Over-
all, the results positively demonstrate that EMDL-FDD is a
promising approach to FDD of industrial machinery.

4) COMPARISON WITH RELATED STUDIES
We conducted two additional empirical studies to further
evaluate the effectiveness of EMDL-FDD as compared with
other state-of-the-art methods for FDD.

Table 9(a) presents a comprehensive comparison of
EMDL-FDD with six state-of-the-art techniques on the
CWRU data set, namely a stacked denoising autoencoder
(SDAE) [40], hierarchical CNN (HCNN) [41], multi-scale
recursive semi-supervised DL method (MRAE-AG) [16],
hierarchical adaptive CNN (HACNN) [42], ensemble DBN
(EDBN) [43], and predictive maintenance with CNN (PdM-
CNN) [9]. Among these six methods, HACNN produces
the highest accuracy rate of 97.9%, as shown in Table 9(a).
Comparatively, EMDL-FDD yields an accuracy of 98.45%,
outperforming all other techniques.

Table 9(b) presents a comparison of EMDL-FDD with six
state-of-the-art methods on the MAFaulD data set, namely
Fourier domain features and ANN (FANN) [44], feature
vector (kurtosis and entropy) with ANN (KE-ANN) [45],
similarity-basedmodels (SBM) [34], synthetic minority over-
sampling and DNN (SMOTE-DNN) [46], improved SBM
(ISBM) [47], and PdM-CNN [9]. Again, EMDL-FDD yields
the highest accuracy rate of 99.79%, outperforming the best
compared result of 99.58% from PdM-CNN. These results
further indicate the effectiveness of the proposed EMDL-
FDD method for FDD of machineary.

TABLE 9. Comparison of EMDL-FDD with existing studies for FDD of
machinery.

5) PARALLEL IMPLEMENTATION AND COMPUTATIONAL
TIME ANALYSIS OF EMDL-FDD
The time analysis of various methods on the CWRU and
MALFaulD data sets was conducted, as illustrated in Fig. 3
and Fig. 4. The results indicate that the DNNs at L1 have
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FIGURE 3. Computation time comparison of different methods on the CWRU data set.

FIGURE 4. Computation time comparison of different methods on the MALFaulD data set.

FIGURE 5. Computation time of EMDL-FDD with sequential and parallel implementations on the CWRU and MALFaulD data sets.

longer computation times than those at L0, due to the higher
number of input features. Among the ML methods, ML-DT
and ML-KNN have the shortest computation times, while
XGBoost and SVM have the longest. In terms of ensemble
methods, EML has the fastest computation time, followed
by EDNN, and EMDL-FDD has the slowest computation
time.While EMDL-FDD requires a longer computation time,
the use of parallel implementation can significantly reduce
the computation time by 80% to 63 seconds on CWRU

(Fig. 5(a)) while preserving its high accuracy, precision,
recall, and F1-score results. Similarly, on the MALFaulD
data set (Fig. 5(b)), EMDL-FDD in parallel implementation
can reduce the computation time by 86% to 274 seconds,
whilemaintaining its high level of performance. Additionally,
parallel implementation also improves the computation time
of EDNN by 61% from 105 to 41 seconds on CWRU and
77.5% from 231 to 53 seconds on MALFaulD. The results
show that parallel implementation of EMDL-FDD is more
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FIGURE 6. Machine view of the distributed and parallel system of EMDL-FDD, indicating the resource utilization information.

effective when dealing with large data sets, as it can improve
the computation time by up to 81% on CWRU and 86% on
MALFaulD.

Fig. 5 shows a comparison of the computation time of
EMDL-FDD with sequential and parallel implementations
on the CWRU and MALFaulD data sets. Parallel imple-
mentation has significantly reduced the computation time on
both data sets. On the CWRU data set, the computation time
has been reduced by 80% from 315 seconds to 63 seconds
(Fig. 5 (a)), achieving a speedup up to 5.9X. On the MAL-
FaulD data set, the computational time has been reduced by
86% (Fig. 5(b)), yielding a speedup up to 7.17X. These results
demonstrate the effectiveness of parallel implementation in
reducing the computation time for EMDL-FDD, especially
for large data sets. It is also worth noting that the parallel
implementation does not compromise the performance of
EMDL-FDD.

Although EMDL-FDD has longer computation times as
compared with those from some MLs methods, such as
ML-DT and ML-KNN, it achieves higher levels of accuracy,
precision, recall, and F1-score. Therefore, there is a trade-
off between computation time and performance. To further
improve the computation time, more powerful hardware or
increasing the number of cores used in parallel implementa-
tion can be considered.

Fig. 6 presents the machine view of EMDL-FDD as a
distributed and parallel system, which displays resource uti-
lization information per worker. It shows information on
how resources, specifically CPUs, have been utilized by each
worker in the system. From Fig. 6, it can be observed that the
developed distributed parallel framework for EMDL-FDD is
efficient in utilizing the available resources. Overall, the use
of parallel implementation and the high level of performance
achieved make EMDL-FDD a suitable choice for FDD tasks.

V. CONCLUSION
In this paper, we have designed and developed a new ensem-
ble method consisting of heterogeneous ML and DL models.
Denoted as EMDL-FDD, this proposed ensemble method is
cable to effectively and efficiently perform FDD of industrial
machinery, as demonstrated through empirical evaluations.
Specifically, EMDL-FDD covers data preparation and clean-
ing, and it has three levels of learning, two base learners

and one meta-learner, and is executed in a parallel pro-
cessing platform for efficient computation. The first level
adopts several DNNs as the base learners for initial clas-
sification. The second level forms a combination of DNNs
and various ML models for further classification. The final
level is the meta-learner that utilizes single NN model to
make the final classification decision. During the training
process, EMDL-FDD uses a hybrid BP and PSO algorithm
that combines both local and global optimization capabil-
ities to identify optimal features for improving the clas-
sification performance. The performance evaluation using
two benchmark machinery FDD data sets, i.e., CWRU and
MAFaulD, has indicated that EMDL-FDD outperforms state-
of-the-art methods, yielding the highest accuracy rates of
98.45% and 99.79% for both data sets, respectively. The
results also demonstrate the efficiency of parallel implemen-
tation in reducing the computation time of EMDL-FDD,
achieving a high speedup up of 5.9X and 7.17X on both data
sets.

In summary, the proposed EMDL-FDD method has been
demonstrated to be robust, efficient, and highly accurate for
FDD of industrial machinery. Further research will focus on
real-world implementation of EMDL-FDD in actual indus-
trial environments. In addition, other AI and related tech-
niques such as deep reinforcement learning or generative
models, will be investigated for integration into EMDL-
FDD, to further improve its capabilities in FDD of industrial
machinery.
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