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Abstract. Test case prioritization (TCP) is a critical component of regression testing in agile 

software development. Requirement-based TCP leverages information from software 

requirements to improve testing effectiveness, but gathering and assessing relevant 

requirement factors remains a challenge. This paper proposes a comprehensive assessment 

model for requirement-based TCP that incorporates both internal factors (complexity, change 

impact, and prioritization) and requirement dependencies. The model employs pairwise 

comparison (PC) and expert evaluation techniques to assign weights to the factors. The 

assessment process is validated using the iTrust medical record system as a case study, with 

four experts from diverse software engineering backgrounds participating in the evaluation. 

The resulting weighted factors provide a quantitative basis for designing more effective TCP 

strategies. The proposed model contributes to the advancement of requirement-based testing 

and offers practical insights for software practitioners seeking to optimize their TCP processes.  

Keywords: regression testing, test case prioritization, requirement-based testing, 

requirement-based TCP, pairwise comparison 
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1. Introduction  

Test case prioritization (TCP) is a well-known technique in regression testing designed to improve 

testing effectiveness at the execution level. One of the main challenges in regression testing is the 

limited time available (Yaraghi et al., 2023). Therefore, it is required to reduce the execution time in 

the testing process. It is particularly relevant in agile software development (ASD), due to sprints are 

typically short and require a fast-testing process. Preliminary research shows a significant advantage of 

TCP: if the testing process is interrupted, it likely means that errors or faults have already been detected. 

In other words, existing faults can be found without executing all test cases. 

TCP performs systematically scheduling all test cases (test suite) to decide the test case priorities 

to be executed earlier based on determinant criteria (Prado Lima & Vergilio, 2020; Silvarajoo & Hazim 

Alkawaz, 2022; Yaraghi et al., 2023). The main aim of TCP is to ensure that testing execution is more 

efficient. It is possible to execute because TCP prioritizes the highest potential test case in terms of fault 

detection. As a result, in the specific time, the number of faults detected using TCP tends to be higher 

compared to the conventional way of executing the test suite sequentially. 

There are two important factors in the TCP development, which are the TCP method used and the 

appropriate technique or algorithm to implement TCP (Hemmati, 2019). The method serves as an input 

for the TCP implementation technique. There are several TCP approaches, such as Risk-based, Search-

based, Fault-based, Model-based, Modification-based, Coverage-based, Similarity-based, 

Requirement-based, User Interface-based, History-based, Mutation-based, and Hybrid--combining 

more than one (Muhammad Khatibsyarbini et al., 2018; Rahmani et al., 2021). 

Requirement-based TCP is an approach that uses information or factors present in the software 

requirements as a basis for conducting test case prioritization (Hasnain et al., 2021; Muhammad 

Khatibsyarbini et al., 2018). Unlike other methods, the TCP practice based on requirements is limited.  

The software contains several requirements, and every requirement has its characteristics in various 

aspects. We refer the characteristics to it as internal factors from the requirement. On the other hand, 

every requirement will be interacted with other requirements. One kind of the requirement interaction 

is requirement dependencies. Therefore, it is significantly important to study the utilization of 

requirements factors to enhance the effectiveness of testing execution, particularly, the TCP study. In 

general, software requirements consist of functional and non-functional requirements. In this paper, the 

discussion is limited to functional requirements. 

Several researchers have carried out requirements-based TCP studies. A Study by Rahmani et al. 

(Rahmani et al., 2021) reviewed at least 12 studies regarding requirements-based TCP. Two studies 

focus on requirements dependency; one uses requirements clustering, the other uses requirements 

coverage, and most studies utilize the requirements risk parameter. On the other hand, previous studies 

adopted many techniques or algorithms for prioritization. For example Modified-Ant Colony 

Optimization (M-ACO) technique (Silvarajoo & Hazim Alkawaz, 2022), Additional Greedy method 

Call sequence (Chi et al., 2020), Genetic Algorithms (Di Nucci et al., 2020; Habtemariam & Mohapatra, 

2019; Mishra et al., 2019), Firefly Optimization Algorithm (M Khatibsyarbini et al., 2019), Multi-

objective particle swarm optimization method (Samad et al., 2021), and utilization of Deep Learning 

(Sharif et al., 2021). 

In the common studies of requirement-based TCP, generally, the studies focus on analyzing the 

effectiveness of TCP based on the techniques or algorithms used. Meanwhile, the information regarding 

relevant requirements factors is provided through assessment. The assessment objective can be biased 

and can stem from various factors such as assessor’s preferences and the competencies needed. In 

several studies, researchers in this field tend to conduct assessments by specifying the acceptable range 

of values to access each requirement factor, while excluding the value assigned. It has the potential to 

affect the assessment process highly subjective.  

The main objective of this paper is to present a process model for assessing internal factors of 

requirements and dependencies between requirements for TCP development. The assessment result is 
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the value weighted and calculated, then obtained quantitatively to prioritize test cases. The assessment 

model serves as a guideline for conducting assessments. Using the model, the assessment processes can 

be made objective and standardized, so that the assessment calculation result can guarantee that the 

prioritization process is more accurate.   

This paper is organized following the structure: the introduction, section 2 focuses on the related 

works and literature review. Section 3 explains the research framework and methodology. Section 4 

discusses the result of assessment model implementation, validated by the experts through trial. Finally, 

section 5 presents conclusion and future works.  

2. Related Work and Literature Review  

A crucial aspect of implementing requirements-based TCP is the assessment process of requirements 

factors. In this context, the factors are internal factors and dependencies between requirements. To 

support the assessment process, a literature review was conducted to identify key factors for the 

development of requirements-based TCP. 

2.1. Internal Factors of Requirement 
Internal factors of requirements are used in several requirements-based TCP studies. Some of these 

include utilization of requirements-risk (Hettiarachchi et al., 2014, 2016; Hettiarachchi & Do, 2019; Ma 

et al., 2016; Srikanth et al., 2016; Yoon et al., 2012). Krishnamoorthi's study (Krishnamoorthi & 

Sahaaya Arul Mary, 2009) focused on examining six requirement factors, three of which are associated 

with initial version and regression testing. The three factors for the initial version testing are customer 

priority, changes in requirements, and implementation complexity. For regression testing, the factors 

include usability, application flow, and fault impact. While (Srikanth et al., 2005) researched 

requirement-based TCP using four requirement factors. These include requirement volatility, customer 

priority, implementation complexity, and fault proneness of the requirements. The results obtained were 

known as the Prioritization of Requirements for Test (PORT) system. The internal factors, such as 

requirement complexity, change impact requirement, and requirement prioritization, were further 

elaborated on in the following section. 

 

2.1.1 Requirement Complexity 

In the software development, it is particular to consider both software and requirements complexity. 

Nonetheless, quoting (Cardoso, 2014) and (Apurva, 2021) stated that the high complexity requirements 

frequently in a higher occurrence of errors, defects, exceptions. It leads to elevated costs during the 

development, testing, and maintenance processes.  

In ASD, a common practice among software engineers is to relate the complexity of project 

requirements to the effort required. They use a metric called story points to estimate this effort. The 

more complex a requirement, the greater the effort required, and consequently increase the probability 

encountering errors, faults, and other risks. The team typically applies user stories, considered as 

requirements to be implemented in their ASD sprints. These user stories are accompanied by story 

points, which play an important role in project planning and resource allocation. Several studies have 

been widely conducted on story points, including (Fernández-Diego et al., 2020; Kulasinghe, 2021; 

Salmanoglu et al., 2017; Tawosi et al., 2022). This research introduced automatic techniques for 

assessing story points, as manual assessment by experts is perceived as vulnerable, highly subjective, 

and potentially inconsistent. However, expert assessment of story points is widely used in practical 

software development.    

The activity of determining of requirement complexity is carried out in the early stages. The value 

of user story (requirements) value is used to estimate the overall project. A survey conducted by 

(Kulasinghe, 2021), stated that 61.67% of the industry used story points to estimate complexity, often 

referring to Fibonacci numbers (Scott & Pfahl, 2018) in many cases. This sequence includes generating 

numbers by adding a series of preceding number. 
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2.1.2 Change Impact Requirement  

During the software development process, changes to requirements are highly likely to occur and are 

often difficult to avoid. In a research related to ASD, (Saher, 2017) stated that a requirement change is 

a significant issue worthy of continuous discussion. Its management is perceived as a crucial challenge, 

as any mishandling could lead to project failure. Furthermore, a single requirement change can 

potentially impact other aspects of the project. The analysis of the impact of requirements changes has 

been a discussion subject among requirements engineering studies, such as the works of (Saher, 2017) 

and (Akbar et al., 2020). Some research suggested automating the analysis on the impact of a 

requirement change using various techniques. In contrast, manual methods adopted by experts remain 

prevalent due to their perceived precision. 

 

2.1.3 Requirement Prioritization 

In simple terms, requirement prioritization (RP) is a process used to determine high-priority 

requirements, although its significance goes beyond that. RP is a crucial stage in requirement 

engineering, aimed to establish the most appropriate implementation order based on needs. Hujainah 

(Hujainah et al., 2018) stated that it is generally in line with the interests of stakeholders. In more detail, 

Noviyanto (Noviyanto et al., 2023) stated that prioritization criteria typically take into account factors 

such as stakeholder preferences, functionality, cost, processing time, risk considerations, or a business 

perspective. Meanwhile, Hudaib et al. (Hudaib et al., 2018) reported that although RP can be seen from 

different perspectives, it is performed based on specific interests or its implementation.   

Some researchers have explored RP techniques, using various approaches. For instance, a literature 

review by Hujainah et al.  (Hujainah et al., 2018) identified 108 RP techniques from 122 research papers. 

Meanwhile, Hudaib et al. (Hudaib et al., 2018) compared RP techniques, and Borhan et al. (Borhan et 

al., 2019) identified those specifically used in ASD. Additionally, Hujainah et al. (Hujainah et al., 2018) 

categorized RP techniques into three types, namely manual, semi-automated, and fully automated.  

2.2. Requirement Dependency  

All requirements defined in the elicitation phase of the development process cannot be treated 

independently. These requirements are interconnected and influence each other in a complex manner 

(Dahlstedt & Persson, 2005). However, quoting  (Carlshamrea et al., 2001) and (Deshpande et al., 2019), 

(Deshpande et al., 2020) stated that approximately 80% of the software requirements are interdependent. 

Neglecting the issue of dependency among requirements in the software development process could be 

potentially detrimental and may lead to failure. 

Requirement dependency tends to influence various decisions and activities in software 

development (Dahlstedt & Persson, 2005). Furthermore, Li’s et al. study  (Li et al., 2012) stated that it 

plays a crucial role in change propagation analysis in software, specifically at the requirement level. In 

prior research, a shared approach is evident in which requirement dependency is categorized into 

various types, forming a comprehensive model. The following research has made significant 

contributions to this model: (Dahlstedt & Persson, 2005; Li et al., 2012; Zhang et al., 2014). The use of 

requirement dependency for requirement-based TCP investigations was conducted by Abbas et al. 

(Abbas et al., 2019) and Vescan et al. (Vescan et al., 2017, 2021).  

 

3. Methodology 

A research framework designed for the purpose of this investigation, consisting of stages that are 

globally divided into several activities. It begins with the assessment modelling process, progresses to 

the identification of experts performing the assessment, to the determination of the Software Under Test 

(SUT) for the case research, and the assessment implementation trial by experts, as well as the 

calculation of requirement factor weight. The stages of these activities are shown in Fig.1.  
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3.1. Requirement Factors Determination  

In designing the assessment model, the first step is to determine the first step is to determine the 

requirement parameters or factors to be assessed. The parameters used are further divided into two 

groups, namely internal factors, and requirements dependency. The rationale behind this categorization 

is to address not only the factors within each requirement (internal factors) but also to consider the 

interaction and relationships between requirements, specifically their dependencies. The two parameters 

are explained as follows. 

 

3.1.1. Internal Factors    

This research adopted three internal factors, namely requirement complexity (RCX), change impact 

requirement (RCG), and requirement prioritization (RPR).  We determine these three factors because 

each requirement is strongly linked to them. Each requirement has a different complexity, which 

impacts the chances of errors occurring when implemented. The more complex a requirement, the 

higher the possibility of a fault or error occurring, and vice versa. Furthermore, in terms of the impact 

factor when a requirement changes. Requirements interact with each other. Some requirements have a 

significant impact when changed on the whole software, or other requirements. That impact will 

determine the possibility of error occurring during implementation. The third factor is requirements 

prioritization. This factor is essential to consider because, in software development, a requirement has 

a priority level for implementation compared to other requirements. This priority can be viewed from 

multiple perspectives. In this context, requirements with high priority must be ensured to be safer from 

faults due to their critical role in the system. 

Fig. 1: Research Framework 

Before assessing these internal factors, experts conduct a PC  assessment. PC is an age-old method 

that remains popular to this day to obtain preferences for each compared pair. This approach includes 

determining the significance of one criterion in relation to another concerning a specific goal (Oswaldo 

et al., 2014). To perform these comparisons effective of rely, a scale indicating how many times one 

element is more important or dominant than the other, with regard to the criterion under evaluation, is 

needed (Saaty, 2002). PC is measured using a linear scale proposed by Saaty in 1980 and is part of the 

Analytic Hierarchy Process (AHP). This assessment was aimed at comparing the relative importance 

of one factor to another, referring to the Saaty scale.  
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3.1.2. Requirement Dependency Type 

The objective of the requirement dependency model is to categorize and describe the extent to which 

one requirement depends on another. To determine these dependency types, various methods are 

available. The types of dependency model used in this research were introduced by (Li et al., 2012), 

namely precondition/requires (PR), similar_to (SM), satisfies (ST), constraint (CO), and refines/refined 

to (RE).   

3.2. Assessment Process  
The assessment process is carried out to get values for each parameter, and experts perform this task. 
In this case, each expert, based on their expertise in the software engineering, assesses all the 
requirements in the software object using the designated parameters. 

3.2.1 Assessment of Internal Factors of Requirement 

The assessment of internal factors includes the evaluation of requirement complexity, change impact 

requirement, and requirement prioritization. However, before this process, experts assessed the pairwise 

levels for each internal factor. Table 1 shows the PC matrix for these three internal factors. The diagonal 

cells contain a value of 1, indicating dependency between identical factors. In this case, experts are only 

required to fill the cells in blue with the Pairwise Saaty levels (Saaty, 2002)   while those in white would 

be automatically filled.  

 

Table 1. Pairwise Comparison (PC) Assessment on Internal Factors 

 RCX RCG RPR 

RCX 1.00     

RCG   1.00   

RPR     1.00 

 

After filling in the pairwise matrix is the priority vector calculation stage to get the final weight 

each factors. The stages in this process are: a) normalize the matrix by adding up all the values in the 

columns and dividing each element by the total of its corresponding column values, and b) calculate the 

criterion weight (CW) by averaging all the values in each row of the normalized matrix. CW serves as 

an approximation of the priority vector values. However, to ensure the acceptability of these values, the 

consistency ratio (CR) must be calculated to verify their consistency.  

Next is calculating the CR value with the following steps:  

1. Multiply the Saaty scale mapping by CW. 

2. Determine the weighted sum value (WS) by adding up all rows of values in the product matrix of 

elements with the weight criteria. 

3. Determine the maximum eigenvalue (λ_max) by averaging all the values and dividing the weighted 

sum value by the weight criteria value in each row (WS/CW), Formula 1. This λ_max value results 

from an approach whose value is always closer to the n value from the right. Saaty stated that the 

law λ_max≥n will always be fulfilled. 

 (1) 

  

4. Calculate the consistency index (CI) using formula (2), where n is the number of criteria to be 

compared.  

 (2) 

  

5. Calculate the CR by dividing the CI value by the random index (RI), as can be seen in formula 3, 

where the RI value is based on Table 2. 

 (3) 
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Table 2.  Random Index (RI) Standard Value 

 

 

This stage is repeated until the expert achieves a consistency ratio (CR) less than 0.1, which, 

according to Saaty (Saaty, 2002), indicates the correctness and consistency of the assessment 

process. Furthermore, the assessment process for the three internal factors is stated as follows:  

1. Assessment of Requirement Complexity  

An expert will assess requirement complexity by assigning a story point value. Referring to the 

explanation in section 2.1.1, requirement complexity is interpreted as the perception of an expert 

when the requirement is implemented by each of the three developer levels, namely junior, middle, 

and senior. To determine the story point value, the expert was instructed to refer to the designed 

requirement complexity rubric.  

2. Assessment of Change Impact Requirement 

Referring to section 2.1.2, an expert is requested to assess the impact of requirement changes based 

on their perception. This change has the potential to cause faults, making it a valid consideration 

to be used as a parameter in test case prioritization. As a reference, the expert is required to refer 

to the provided rubric.  

3. Assessment of Requirement Prioritization  

There are many requirement prioritization techniques, as described in section 2.1.3. In this study, 

requirement prioritization was performed by an expert through the assessment process. Generally, 

this prioritization is used to determine the importance of a requirement within the system, thereby 

dictating it priority for implementation. In this context, the prioritization level is perceived based 

on the importance of the requirement within the system. This implies that the greater the perceived 

importance of a requirement, the higher its priority not only in implementation but also during 

testing. To facilitate this, the research grouped the importance of requirements into five levels, 

namely lowest, low, medium, high, and highest.   

 

The assessment process for the three internal factors uses the form shown in Table 3. The role of 

experts includes entering their assessment values for each factor across all requirements, using the 

provided rubric as a reference. Specifically, for the assessment of requirement complexity, they are 

expected to evaluate it across the three developer levels, namely junior, middle, and senior. We provide 

three rubric to guide experts in conducting assessments. This rubric is the result of discussions with two 

experts in the software industry. This assessment technique is generally used in the industry to direct 

software projects. 

3.2.2 Assessment of Requirement Dependency  

The reverse engineering was performed on the software object that serves as the case research, enabling 

the determination of the dependency between requirements in matrix form. The assessment conducted 

by experts was to determine pairwise levels according to the Saaty scale (Saaty, 2002). The reverse 

engineering produces a matrix, which is subsequently used to calculate the weight of dependency 

between requirements. The resulting dependency type are shown in Table 4. 
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Table 3. Assessment of Internal Factors Form 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4. Dependency Type (Li et al., 2012) 

Weight Dependency Type Description 

0 - Not_Dependence There is no dependency between requirements. 

1 SM Similar_to A statement of one requirement is similar_to and/or overlaps with 

one or more others. Similar_to is used when there are different 

operations on the same object among similar requirements. For 

example, CRUD operations. 

2 ST Satisfy One requirement indicates that the other has been fulfilled. For 

example, "logout" indicates that login has been successful. 

3 RE Refined_to One requirement provides more detailed information on another 

requirement. In the d-model and p-model, "refines" is used to 

indicate the hierarchy structure of requirements. In experiments, 

"refines" is also used to describe requirements at the same level. For 

example, "set user permissions" refines "only permit users to 

view/edit/delete data that they have the correct permissions for." In 

this example, the initial requirement is explained by the final one. 

4 CO Constraint One requirement is related to another as a constraint. For example, a 

"daily withdrawal limit of 10 million" is a constraint for the 

"withdrawal" requirement. Dependency constraints can be used to 

link functional and non-functional requirements. 
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5 PR Precondition One requirement is a prerequisite for the other to occur. For example, 

the ability to create operations is a prerequisite to the ability to delete 

operations. Precondition is the most common dependency type 

found in individual modules and relationships between modules. 

 

Like the internal factors assessment process, the first stage in the requirement dependency 

assessment is determining the Saaty scale in Table 5. Next, the CW calculation is carried out and 

validated by calculating the CR value to see the expert's consistency in the assessment process.  

To address requirement dependency weighting, experts are required to assess the PC levels for 
different dependency types. The process is the same as the one conducted for the PC assessment of 
internal factors. The difference lies in the number of items assessed in the requirement dependency, 
which is five, corresponding to the various types used. The instrument for conducting the PC assessment 
of requirement dependency is shown in Table 5. 

Table 5. PC Assessment Matrix on Requirement Dependency  

 PR SM ST CO RE 

PR 1.00         

SM   1.00       

ST    1.00     

CO      1.00   

RE        1.00 

3.3. Weighting of Internal Factors and Requirement Dependency 

In TCP development, assigning weights to test cases based on the covered requirement weight requires 

considering both internal factors and requirement dependencies. This approach was conducted by 

(Abbas et al., 2019) and (Ma et al., 2016). Therefore, each requirement needs to have a weight obtained 

from the information on the weight of internal factors and dependency. The weighting of internal factors 

and dependency is stated as follows: 

1. Weighting of Internal Factors  

The calculation of the weight for internal factors is performed by multiplying the CW value in the 

Pairwise Comparison with the value obtained from the assessment. The calculation of the weight for 

internal factors is formulated in equations (4), (5), and (6).  

WRCX = CWRCX  x AssessmentValueRCX    (RCX Weight)   (4) 

WRCG = CWRCG x AssessmentValueRCG.   (RCG Weight)   (5) 

WRPR = CWRPR  x AssessmentValueRPR     (RPR Weight)   (6) 

2. Weighting of Requirement Dependency 

Referring to (Vescan et al., 2017, 2021), the calculation of requirement dependency weight is based 

on the n x n matrix indicating the dependency types between requirements (RDR). Since both 

research by Vescan applied binary dependency with a values of1 and 0 depicting dependency and 

otherwise. Consequently, the RDR matrix in their investigation exclusively comprised 0 or 1. In 

this research, RDR contains the results of multiplying the Pairwise Comparison (PC) with the value 

of the dependency types. The calculation of RDR is carried out using formula (7).   

 

RDRi,j = CWk x DependencyTypei,j                (7) 

 

The dependency weight is obtained by adding the RDR for each requirement.   

3.4. Expert Identification 

As perform in Krishnamoorthi study (Krishnamoorthi & Sahaaya Arul Mary, 2009), where the 

developer and customer assigned values to the requirement factors, we involved four experts currently 

working as software engineers to conduct an assessment. The purpose of engaging these experts is to 
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ensure that the weights generated from the TCP process are based on industrial practice. It is essential 

to define experts by considering their experiences in the software industry, and we decided to select 

four categories based on the experiences. These categories are well represented by ranging from experts 

with over 20 years of experience to those with just 2.5 years of experience. This arrangement is 

necessary to obtain assessment result with a broad perspective representing four generations.  

The expert selection process is conducted by identifying software companies with software 

engineers who meet the specified experience criteria and were ready to participate in this research. If 

more than one person was willing to participate at any level of experience, we selected only one person 

who had already read the SUT document and wanted to discuss its specifications several times. The 

researchers carried out this activity themselves. The detailed profiles of the experts, stressing their 

individual characteristics and qualifications, are shown in Table 5.  

 

Table 5. Experts Performing the Assessment 

Expert Position in Industry Experience in Software 

Engineering Industry 

Exp1 Chief Operating Officer (COO) in the 

software industry 

22 years 

Exp2 Project Manager in the software industry 10 years 

Exp3 Software Engineer and Scrum Master    12 years 

Exp4 Junior Software Engineer  2.5 years 

3.5. Software Under Test   

Software under Test (SUT) used comprised three versions of iTrust and each version consisting of 36 

requirements. iTrust is a widely used medical record application that has gained significant reputation 

from many researchers. The initial version is recognized as the original one, which is an open-source 

application. On the other hand, the remaining two versions, labelled A and B, have been purposefully 

modified to introduce variations in the number of faults and test cases for specific requirements to gain 

three kinds of traceability metrics. These modifications are constructed by adjusting certain test cases 

to identify multiple faults as well as ensuring that they are detected by more than one test case. The 

detailed information about the three iTrust versions is shown in Table 6.  

 

Table 6. iTrust Versions for SUT 

 Number 

of Req 

Number of 

Test Cases 

Number 

of Faults 

Number of Test 

Cases that detect 

more than 1 fault 

Number of Faults 

detected by more than 1 

Test Case 

Original Version 36 1499 24 2 0 

Version A 36 1502 24 12 12 

Version B 36 1502 24 12 16 

 

The three versions of iTrust are described to provide information regarding the formation of tables 

relating to test cases versus requirements and test cases versus faults, both of which are important inputs 

for the TCP process. However, the assessment of requirements is sufficient to be performed on one 

iTrust version since all those share the same set of requirements.  

4. Results and Discussion 

All the stages are conducted and show the result in the form of a process model for assessing 

requirements parameters. Additionally, the weight of requirements is derived based on the assessment 

results of the parameters used.  
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4.1. Assessment Model  

An illustration of the assessment model for requirements is shown in Fig 2. Generally, there is a 

standardized assessment process for both internal factors and requirement dependency. The figure 

clearly shows that the evaluation process for both parameters was accompanied by the PC assessment, 

indicating the importance level of each factor according to expert judgment. The calculated weight of 

internal factors and requirement dependency was subsequently used in the TCP process. 

Fig 2 illustrates the assessment model for requirements. Generally, there is a standardized 

assessment process for both internal factors and requirement dependency. The figure clearly 

demonstrates that the evaluation process for both parameters was accompanied by the PC assessment, 

indicating the importance level of each factor according to expert judgment. The calculated weight of 

internal factors and requirement dependency was subsequently used in the TCP process. 

Fig 3 illustrates the assessment process flow for internal factors and requirement dependencies. The 

process starts with a PC assessment of internal factors and requirement dependencies. Tables 7 and 8 

present the assessment results by Expert-1. 

 

 

Fig. 2: Requirement-based Assessment Model for TCP 
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After mapping the Saaty scale (Tables 7 and 8), referring to the explanation in section 3.2.1, the 

following calculation is used to obtain the CW and CR values for Expert-1.The stages are below:  

1. Normalize Table 7 and Table 8 to obtain Table 9 and Table 10. 

2. CW values for all factors were calculated so that CW values are obtained in Table 9 and Table10. 

 

Table 9. Normalization of Internal Factors  

Assessment Result (based-on Table 7) 
Table 10.  Normalization of Req. Dependencies  

Assessment Result (based-on Table 8) 

 RCX RCG RPR CW 

RCX 0.55 0.43  0.60    0.52 

RCG  0.18 0.14  0.10  0.14 

RPR 0.27 0.43 0.30  0.33 
 

 PR SM ST CO RE CW 

PR 0.36 0.41 0.19 0.37 0.17 0.30 

SM 0.11 1.00 9.00 0.04 0.02 0.14 

ST 0.33 0.11 1.00 0.50 0.29 0.13 

CO 1.00 9.00 3.00 1.00 0.46 0.36 

RE 0.33 3.00 0.20 0.13 0.06 0.07 
 

3. The results of calculating the WS and WS/CW are shown in Table 11 (for internal factors).  

Table 11. Priority Vector Validation of Internal Factors 

 RCX RCG RPR CW WS WS/CW 

RCX 0.52 0.42 0.67  0.52   1.62 3.08 

RCG  0.17 0.14  0.11 0.14  0.43 3.02 

RPR 0.26 0.42 0.33 0.33  1.02  3.06 

 

3. Calculate the λ_max value, using formula (1):  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3: Assessment Process 

 

Table 7. Assessment Results of Internal Factors (Expert-1) 

 RCX RCG RPR 

RCX 1.00 3.00  2.00  

RCG  0.33 1.00  0.33 

RPR 0.50  3  1.00 

Sum 1.83 7.00 3.33 
 

 

Table 8. Assessment Results of Requirement 

Dependencies (Expert-1) 

 PR SM ST CO RE 

PR 1.00 9.00 3.00 1.00 3.00 

SM 0.11 1.00 9.00 0.11 0.33 

ST 0.33 0.11 1.00 0.50 5.00 

CO 1.00 9.00 3.00 1.00 8.00 

RE 0.33 3.00 0.20 0.13 1.00 

Sum 2.78 22.11 16.20 2.74 17.33 
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4. Calculate the CI using formula (2):  

In the internal factors case, the number of criteria observed is 3, n=3, and the RI value is 0.58  

(Table 2). 

5. The last is the calculation of the CR value, using formula (3).  

 

 

According to Saaty, if the CR value is <10%, this value can be accepted as a weight reference. On 

the other hand, if the CR value is >= 10% (0.1), then the value is inconsistent and cannot be used as a 

weight reference. In the same way, the above process can be applied to determining the consistency 

ratio (CR) value for requirements dependencies assessment. Furthermore, experts must refer to the 

rubric in Tables 13, 14, and 15 when assessing internal factors. Meanwhile, to carry out a requirements 

dependency assessment, refer to Table 4. 

 To assess requirement complexity, an expert considered the implementation effort. For instance, 

assuming a requirement can be implemented by a junior developer in less than two hours, the expert 

assigns a story point value of one, as outlined in Table 3. On the contrary, assuming a senior developer 

anticipates that a challenging requirement would take 15 hours, the expert assigns a story point value 

of 8, etc. While it remains subjective, this framework provided guidelines for determining the story 

point value of a requirement. 

Table 13. Requirement Complexity Estimation 

Fibonacci values Requirement Complexity Estimation 

1 Easy, can be completed in < 2 hours. 

2 Easy, can be completed in 3 to < 4 hours. 

3 Medium can be completed in 4 to < 8 hours. 

5 Medium can be completed in 8 to < 12 hours. 

8 Medium can be completed in 12 to < 16 hours. 

13 Difficult, can be completed in 16 to < 24 hours. 

21 Difficult, can be completed in 24 to < 32 hours. 

34 Difficult, can be completed in > 32 hours. 

 

Table 14. Weight of Change Impact Requirement 

Weight Description 

1 If a requirement changes, it does not impact others. 

2 If a requirement changes, it might have a minimal impact on others. 

3 If a requirement changes, it could affect others but not significantly impact the overall 

system. For instance, adding a feature for 2 languages (Language A and B) would require 

updates across requirements, but it would not affect the system's performance. 

4 If a requirement changes, it impacts many others. For example, modifying the feature for 

Alerting Stock of Medicine requires checking stock and other requirements. 

5 If a requirement changes, it has a serious impact on many others and significantly affects 

the entire system. For example, a requirement change necessitates changes in data 

structure or technology. 
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Table 15. Weighting for Requirement Prioritization 

Value Description 

1 Lowest: The requirement is not important in the system 

2 Low: The requirement plays a somewhat unimportant role in the system 

3 Medium: The requirement plays a moderately important role in the system 

4 High: The requirement plays an important/urgent role in the system 

5 Highest: The requirement plays a very important/urgent/critical role in the system 

4.2. Assessment Results 

This section summarizes the assessment results from the four experts. Table 16 displays the assessment 

results of internal factors to represent the results from Expert-1 and Expert-2. The CW and CR values 

obtained during the CP assessment stage for internal factors are shown in Table 17. Furthermore, the 

results of reverse engineering applied to iTrust to obtain the dependency matrix, and the assessment 

results for PC of dependency types are shown in Tables 18 and 19, respectively. 

 

Table 16. Assessment Results of Internal Factors (Expert-1 and Expert-2) 

 

#Req 

Expert-1 Expert-2 

RCX 
RCG RPR 

RCX 
RCG RPR 

Junior Middle Senior Junior Middle Senior 

1 3 2 2 4 5 21 13 8 5 5 

2 5 3 3 4 4 8 5 3 5 5 

3 2 1 1 5 4 3 2 1 2 4 

4 3 2 2 3 3 8 5 3 3 5 

: : : : : : : : : : : 

: : : : : : : : : : : 

35 3 2 2 3 3 5 3 1 2 1 

36 5 3 3 4 3 21 8 5 4 5 

 

Table 17 presents the criteria weight (CW) and consistency ratio (CR) values for internal factors 

provided by the four experts. These values are obtained based on the assessment results and subsequent 

calculations using the Saaty method. According to the four experts, the CR ranges from 0.02 to 0.08, 

with two of them sharing identical CR values, indicating a close association in their perceptions 

regarding the importance of the three internal factors. The CR values in the table are considered valid 

as these are less than 0.1. 

Table 17. CW and CR Values for Internal Factors 

Expert CW CR 

RCX RCG RPR 

Expert-1 0.52 0.14 0.33 0.05 

Expert-2 0.6 0.17 0.23 0.08 

Expert-3 0.6 0.17 0.23 0.08 

Expert-4 0.65 0.25 0.1 0.02 

 

The assessment results for the PC of requirement dependency are shown in Table 18. These results 

indicate the importance level of dependency types as evaluated by the four experts.  According to the 

four experts, the CR ranges from 0.02 to 0.08. Despite the distribution is not being very close, all CR 

values were less than 0.1 therefore, the assessment results are consistent and valid for use in the 

subsequent stages. Considering the CR value, the consistency experts' assessments of internal factors 

and requirement dependencies are explained below: Expert-3 and Expert-4 are more consistent than 

Expert-1 and Expert-2. In assessing internal factors, the CR values from Expert-1 to Expert-4 are 0.05, 
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0.08, 0.08, and 0.02, respectively, while in the requirements dependency assessment, the CR values are 

0.02, 0.04, 0.08, and 0.03. With four experts in this study, the CR value is not significantly related to 

experience. In the internal factors assessment, Expert-1 and Expert-4 have closer CR values, compared 

to Expert-2 and Expert-3, even though the difference in experience between Expert-1 and Expert-4 is 

further, compared to Expert-2 and Expert-3. This is another issue worth researching if more experts are 

involved and the factors studied differ.  

 

Table 18. Results of Requirement Dependency Assessment 

#Expert CW 
CR 

PR SM ST CO RE 

Expert-1 0.37 0.04 0.14 0.37 0.08 0.02 

Expert-2 0.42 0.04 0.07 0.42 0.05 0.04 

Expert-3 0.18 0.51 0.06 0.18 0.07 0.08 

Expert-4 0.35 0.08 0.07 0.35 0.15 0.03 

 

Meanwhile the requirement dependency matrix for iTrust is shown in Table 19. The diagonal 

elements containing '-' signify the dependency from requirement n x n. Note: coloured items indicate 

dependency between requirements, with dependency type referring to the Li et al. model (Li et al., 

2012). 

Table 19. Requirement Dependency Matrix on iTrust 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Previous requirements-based studies used assessment results that involved several parties. For 

instance, in the Krishnamoorthy’s study  (Krishnamoorthi & Sahaaya Arul Mary, 2009) customers and 

developers conducted a process to provide value. The value, which represents the complexity factor for 

implementation, ranges from 1 to 10.  The 1 value indicates the lowest complexity, while 10 represents 

the highest complexity. The values entered are based on the judgment of customers or developers, there 

were no detailed explanation regarding the characteristics or value criteria  in this range. This study 

presents some rubrics to guide the expert in the assessment process.   

On the other hand, in this study, pairwise comparison is used to determine the level of importance 

of a factor compared to other factors. The weight of a factor is determined not only by the assessment 

values but also by its relative importance. Additionally, pairwise comparison ensures that expert 

assessments are consistent. If the assessment values are inconsistent, experts are asked to conduct 

iterations until consistency is achieved. According to Saaty (Saaty, 2002), the CW values are considered 

valid if the CR is less than 0.1. 
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4.3. Requirement Weight Calculation 

The weight of internal factors is calculated by multiplying the CW values from the Pairwise Comparison 

with the assessment results (Formulas 1, 2, and 3). Table 20 presents the internal factors weight for 

Expert-1 and Expert-2.  

Table 20. Weight of Internal Factors (Expert-1 and Expert-2) 

 

#Req  

Expert-1 Expert-2 

RCX 
RCG RPR 

RCX 
RCG RPR 

Junior Middle Senior Junior Middle Senior 

1 1.56 1.04 1.04 0.56 1.65 12.62 7.81 4.81 0.85 1.14 

2 2.6 1.56 1.56 0.56 1.32 4.81 3.00 1.80 0.85 1.14 

3 1.04 0.52 0.52 0.7 1.32 1.80 1.20 0.60 0.34 0.92 

4 1.56 1.04 1.04 0.42 0.99 4.81 3.00 1.80 0.51 1.14 

: : : : : : : : : : : 

: : : : : : : : : : : 

35 1.56 1.04 1.04 0.42 0.99 3.00 1.80 0.60 0.34 0.23 

36 2.6 1.56 1.56 0.56 0.99 12.62 4.81 3.00 0.68 1.14 

 

The weight for requirement dependency is obtained by initially creating the RDR, which contains 

the values resulting from multiplying the dependency type matrix by the CW from the Pairwise 

Comparison, (Formula 4). The RDR is represented as an n x n matrix, illustrating the presence or 

absence of dependency and its associated types. An example of the RDR matrix from Expert-2 is shown 

in Table 21.  

Table 21. RDR Matrix (Expert-2) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Furthermore, the dependency weight is calculated by summing the weight values for each 

requirement, as expressed in each row of the RDR matrix. Cumulative sum results obtained by the four 

experts are shown in Tables 22. 
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Table 22. Results of Requirement Dependency Weight 

 

 

 

 

 

 

 

 

 

 

 

 

 

This assessment model allows for a more in-depth study involving several SUTs with more varied 

requirements and characteristics, for example, by testing smaller software (fewer requirements and 

dependencies) or vice versa. 

 

5. Conclusion  

This paper presents a novel assessment model for requirement-based test case prioritization (TCP) that 

integrates internal factors and requirement dependencies. The model employs pairwise comparison and 

expert evaluation techniques to assign quantitative weights to the factors, providing a more objective 

and nuanced basis for designing TCP strategies. The assessment process was validated using the iTrust 

medical record system as a case study, with four experts from diverse software engineering backgrounds 

participating in the evaluation.  

The proposed model makes several contributions to the field of software testing and agile 

development. First, it offers a comprehensive framework for assessing requirement factors that goes 

beyond existing approaches by considering both internal attributes and dependencies. Second, it 

demonstrates the feasibility and value of incorporating expert judgment into the assessment process, 

which can help to capture context-specific knowledge and priorities. Third, it provides a practical tool 

for software practitioners seeking to optimize their TCP processes and improve testing effectiveness.  

However, the study also has some limitations that should be acknowledged. The small sample size 

of experts and the potential subjectivity of their assessments may limit the generalizability of the 

findings. Future research could address these issues by recruiting a larger and more diverse panel of 

experts and employing more rigorous validation techniques, such as inter-rater reliability analysis or 

experimental studies comparing the effectiveness of different assessment models. 

In conclusion, this paper makes a valuable contribution to the growing body of research on 

requirement-based TCP and offers a promising approach for enhancing testing efficiency and 

effectiveness in agile software development. The proposed assessment model provides a foundation for 

future work in this area and has the potential to be adapted and extended to different software 

development contexts and methodologies. Software practitioners and researchers alike can benefit from 

the insights and techniques presented in this study as they seek to optimize their TCP processes and 

deliver high-quality software products. 
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