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Abstract
Based on psychology literature on human emotions and the results of previous pilot experiment on emotional static body postures, we have explored the human perceptions of social behavioural and visual believability of a virtual character interacting with human users. The experiment specifically address the issues whether nonverbal expression and feedback from body movement effects users’ feeling, performance and judgments when interact with expressive virtual character. Subjects were examined across three experimental conditions that are detected participants emotional gestures, judge virtual character emotional expressions and interactions between subjects and virtual character. The results indicate that our system could detect subjects’ body movement of natural and intuitive emotional expression. Level of believability for virtual character that expresses selected emotions is high (above 3.40 mean ranks). The results also showed people having more aware of the emotions and the level of believability were increased when interact with virtual character compare to one way communication. 
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1. INTRODUCTION
Virtual characters are appearing more frequently in many types of applications ranging from cartoons and animated films, software applications, games, virtual assistants over the internet and more. Despite all different applications that require the used of virtual characters, they all have one problem in common: people find hard to believe that they are real. In this paper we present a virtual character that closely resembles humans in the way it looks, moves and behave when presented with emotionally significant events. In particular, the research reported here focuses on the expression of emotion improving the characters’ processing of the emotion in input, its emotional reaction and relative visualization and the ability of the human user to express his/her emotions in a manner as natural as possible with the use of  a Wii-based tracking device. 

The underlying assumption is that if the characters body language, its emotional processing abilities that the users’ interaction does not reflect current emotional state, the social interaction between the human being and the virtual character will become less believable [1]. 

Our proposed system composed of two main components that connect the inputs and outputs of each component together to provide a functioning system. The first component which is called BASIC v2.0 contains character’s emotional processing ability. The second component is Puppet And Graphics Engine (PAGE) component that process graphical visualization of emotional body language that was used to render the virtual character, and controlled how the body of the puppet was displayed. 
There are two major visual difficulties developing virtual characters which are (i) how to design a realistic body models and (ii) how to create realistic body movement. While it is quite straightforward to produce cartoon-like movement on bodies of human shape, researchers are still far from producing either bodies or movement that would fool an observer into thinking that those human-like virtual characters are visually real. One of the reason why this problem occur is that people observe the movement of other humans very carefully, a very simple or minor different will be triggered easily. Users will look and observe at human-like character’s movement much more critically than cartoon-like or animal-like movement.

This explanation specifies why there are too many challenges to create a believable virtual character. This character not only has to move like a normal human but at the same time has to be responsive and interpretable. It must provide a sufficient dynamic illusion of life-like behaviour so that the users can interpret the non-verbal behaviour and its’ emotional state. 
One way to realize believable behaviour and understanding the emotional state of virtual character is from observing virtual character’s body movement. However, the animation of the body addresses so many technical challenges. The process requires multiple parts of the body to be animated. All the body parts must be synchronised and coordinated. So far, a variety of approaches have been used to animate virtual characters. There are still challenges to create animated body movements of virtual character that can illustrate visually realistic or life-like human character. Understanding the implications of the visual and behavioural of virtual character on the quality of interaction is an important question that has received very little attention[2]. 
 2. BELIEVABLE EXPERIENCE 
The main objective of this study is to create a believable social behaviour and presence experience of virtual character; but by creating abstract gesture to express the desired emotions would hinder this objective. To defeat this dilemma, several natural but designed gestures have been created. Natural but designed gestures refer to any gesture or body movement that would occur naturally from humans if any emotions were to be felt [3]. This will allows for specific gestures to be mapped to specific emotions as well as permit users to explicitly express their emotions when interact with the character. These kinds of expressions allow users to feel immersed as the gestures required should be natural for the users to carry out.

Presence is defined as the subjective experience of being in one environment or place. According to Witmer[4] presence refers to experiencing the computer-generated environment rather than the actual physical locale. Whereas Biocca[5] defines social presence as feeling that users are interacting, through mediated communication with as intelligent being. These two concepts are important to enhance users’ experience and increase level of believability when interacting with virtual character in any computer system. Rüggenberg, Bente and Krämer [6] comment “the concept of social presence has emerged as a central variable in evaluating possible socio-emotional effects of virtual encounters”. In order to enable participants to experience acceptable levels of presence, the virtual character has to portray some level of expressive body movements.
Immersion is another important aspect of any system that involves virtual characters. An immersed user is one fully committed to the system, and rarely is an immersive system considered to be a bad one. Brown and Cairns [7] argue that there are three levels of immersion, and each has barriers that hinder being taken to the next level. Our proposed application looks to break some of these barriers through effective affective design. The three levels of immersion are seen as engagement, engrossment and total immersion [7].

Engagement is considered to be the willingness for users to invest time, effort and attention to the system, and the main barriers to this are accessibility, i.e. an intuitive and natural method of control and the desire for a user to devote such time, effort and attention to the system. Our application encourage users to engage with the character through both Easy Fun and Altered States, in other words, the subjects will experience emotional response through the joy of being immersed within the expressive emotional character.

Research on gesture control for games has suggested that having overly complex and abstract gestures for commands causes the immersion of a system to be broken [8], and that users want simple methods of interaction, on top of intuitive and natural ones, as this eases the learning curve. The proposed application tries to implement those three aspects which are natural, intuitive and simple.

The gesture recognition for the user interface will work on these simplified characteristics of the gestures, allowing subjects to both carry out a simple gesture that will be recognised by the system. This means that the gestures do not have to be followed exactly the movement path but the correct emotion still can be detected as long as the key characteristics of those gestures are met.

The second level of immersion is engrossment, namely having the system effect the users’ emotions in some manner. The system hopes to achieve this through the affective interface. Researches suggest that body postures can have an effect on the emotional state of users [9]-[10]. It is hoped that by using gestures that are naturally associated with a specific emotions will have similar effect on the users, and cause the feeling of that emotion to be heighten, thus causing emotional engagement with the system.

Finally, total immersion is the feeling of having a presence within the game, through an empathetic connection with the character [11]. Within the system, it is hoped that empathy will be created between the character and the users, through a believable reaction to emotional events, and by making users more aware of the emotional event through the affective interface will allow empathy to be more readily felt.

We have come up with a method of interaction that allowed the communication of emotion through gestures and body movement and the users’ interaction methods were based around this. To achieve this goal, a method of tracking the users’ motions together with the creation of a gesture recognition expression has been implemented. The intention of using gesture recognition approach here has the added advantage of allowing the users to act in a fairly natural manner while interacting with the character. In addition, this will also help users to become more emotionally involved with the character.

All the selected expressions in this experiment were focused on voluntary actions that associate with selected emotions. These actions are ones that would be carried out by ordinary people consciously to express an emotion, so the subjects having to consciously choose to carry out these gestures to express an emotion should feel natural anyway. The expressions constructed for the emotions should be very simple to recognise and remember as those were based on gestures that are used in real life, thus intuitive, so subjects did not have to learn abstract and obtrusive gestures.

The emotions created were determined by the Personality Module. The Personality Module uses the full Ontony, Clore and Collins (OCC) model of emotion [12], which represents emotions using eleven emotional pairs as a basis. The OCC model proposed by Ortony et al. has been established as the standard model for emotion synthesis [12]. This model specifies 22 emotion categories relevant events, as acts of an accountable agent or as attractive/unattractive objects. 

The OCC model provides a good starting point to equip an embodied characters with an emotion model but it fall short of suggestions on what to do with the emotional state. The mapping of the characters’ emotional state to its behaviour remains the responsible of the developers of these characters. The mapping should be based on a solid theoretical framework and can be evaluate through series of users tests.

This same model were used to determine users’ current emotions through body expressions, thus each of the emotions within the emotional pairs must have a corresponding gesture. For the purpose of this study a subset of three emotional pairs were taken. The emotional pairs used in the experiment were love/hate, relief/disappointment and joy/distress.

Determining the gestures for each of the emotions was a two-step process. Firstly, previous research into non-verbal emotional expression was used [10], along with additional research into the emotions displayed via cartoon clips and short video clips
. These two sources were used to gather emotional gestures as often in these situations emotions are displayed through body movement in a simple yet effective manner to communicate with the subjects. 

Table 1: Body movements of emotional expressions

	Love
	Shown by bringing the hand up to the mouth and ’blowing a kiss’

	Hate
	Shown by clenching hands into a fist and shaking them vigorously in front of the body, as though shaking something

	Relief
	Shown by bring a hand up to the brow, and wiping across it, as though wiping away sweat

	Disappointment
	Shown by punching across the body

	Joy
	Shown by body held erect with straight arms held above the head and clenched fist

	Distress
	Shown by extending the hands out in front of the body with the hands upright and palms facing forward


Table 1 provides a quick overview of the design gesture for each of emotion types that have been used. Those movements are not proving to be the only correct body movement based on psychological sense. Those represent design gesture or body movement that have been chosen based on researches observation and try to prove that those selected body movement for each of the emotion can appear to be emotional and believable.  

3. SYSTEM CREATED

As describe in the introduction, there are two distinct components created in the proposed system. Each component can be used independently and easily integrated. The system architecture for the proposed system is shown in Fig 1. 
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Fig 1: System Architecture

3.1. Wii-BASED INTERACTION 
There are various kind of motion tracking devices that can be used when designing this kind of interaction proses. Fairly recently, novel approach using Nintendo Wii remote, also known as the ’Wiimote’, has been considered. Even though the Wiimote is relatively new technology, researches has already began to look at the effectiveness of using it as a gestural input device that can be integrated into any applications to create more intuitive control schemes [13]- [14]. The appearance of the Wiimote has promoted a return to think of physical actions as a method of users’ interaction [15]. Using this device as an input has been considered fit with the current aims of this experiment.

3.2. BASIC v2.0 

The model presented here is called Believable Adaptable Socially Intelligent Character (BASIC v2.0) is an enhancement of BASIC. This component relates the multi-dimension theories of emotion with the two-dimensional models and the Five-Factor Model (FFM) of personality. It appraises the character’s mood, memory associated with the entities related to the event, and the social cognitive factors (SCF) to compute an emotional response. This component represents the emotion, mood and memory of a character and can be used within complete synthetic character architecture [16]. BASIC v2.0 represent the mood through the Pleasure Arousal Dominance (PAD) model of temperament.
This paper will not elaborate in detailed of the BASIC v2.0 but only reports the experiment result of recognition of emotions expressions using Wii remote device as well as evaluate how believable is our virtual character when expressed selected natural emotional expressions.
3.3. PUPPET AND GRAPHICS ENGINE (PAGE)
The Puppet and Graphics Engine (PAGE) project component is responsible for the display of the virtual character and its’ emotions. The primary goal was to convey believable emotions to the users’. PAGE works by storing transform key frame based animations for various emotional states. When the system triggers an emotion from input device, the animation is blended with a neutral state to flow into the emotion’s animation. The implementation of PAGE was done in C++ programming language and uses Object-Orientated Graphics Engine (OGRE) to create and display the character. The animations transform key frame based skeletal animation, which means at each key frames rotation, translation and scale is applied to the skeletons initial state.

In order for the PAGE to work, it needs to communicate with other processes that wish to pass it’s data. Then, PAGE component implements a named pipe client through which it receives and decodes string messages. This process is done by updating the skeletal positions and other animation commands as used by the animation tool.

OGRE was chosen in this implementation since it is an open source application, by nature of being an object orientated engine is module, it is purely a graphics engine, contains no networking or even physics code but it does allow developer to do render scenes and contains all the necessary functions for a rapid application development. In fact, OGRE was used to controls the scene, camera, render loop and also displays character animation’s. 

The implementation of PAGE was driven by developing skeleton animation technique and the desire to allow manual creation of animations that used the conventional forward kinematic key frame approach. In this approach, transforms are applied at each key frame to the characters base pose. Ogre can automatically extrapolate the frames in-between key frames that are needed to perform each render pass. 

A tool has been developed to load the character animations into the models within PAGE. The resulting tool allows the simple creation of emotions by positioning the model using dropdown boxes to select a bone, and then manipulating its rotation. The result is shown on PAGE’s display. When completed, the saved animation can be stored as a formatted text file. These text files then loaded when PAGE is commanded to run an animation. The animation creation tool is shown in Fig 2.
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Fig 2: Animation creation tool

4. DESIGN OF EXPERIMENT
A total of nineteen volunteers (10 men and 9 women) took part in the experiment; the average age was 27 years old. The participants were volunteers from the general population, of mixed ethnic groups, education and occupation background. The participants were given a general information sheet about the study and asked to sign a consent form.   The participants were then administered a questionnaire asking them to provide information about their background for demographic purposes. To investigate whether nonverbal expression and feedback from body movement of virtual character affects users’ feeling, performance and judgments, we have conducted an experiment which contains three separate tasks. 

In the first task, subjects were required to perform gestures of six selected emotional event. The intention of this task were to ensure subjects familiar with Wiimote device and measure the correct recognition of body movements detected by the system. For each of the emotional movements, subjects were asked to repeat six times using the Wii controller. In addition, this task also try to find out how natural and intuitive the subjects felt when performing the actions. The display of emotional test is shown in Fig 3.
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Fig 3: Animated character

In the second task, the created animations of virtual character that performed selected emotional gestures were displayed. Those animations were created using animation creation tools. The intention of this task was to rate the believability of the virtual character expression. Subjects can simulate the movement as many times as they like to be sure of their decision. Subjects were asked to rate the level of believability for each the emotion. Examples of created animation are shown in figure 4.
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Fig 4: Animated character
The third task was the combination of the first and the second task. By using the Wiimote, subjects were asked to perform the same emotional expression as in the first task and observed the character’s respond on the screen. The target for this task was to measure if the reacting character that appears made the subjects more aware of the emotion, increase the level of believability that creates the immersive experience.  When performing the gestures, they were asked if they feel an emotional connection between them and the virtual character. 

3.3. RESULT
The experiment specifically address the issues whether nonverbal expression and feedback from body movement effects users’ feeling, performance and judgments when interact with expressive virtual character.

As mentioned earlier, each participant did three tasks in the experiment. In the first task, our system detected participants’ body expression, the second task was to measure level of believability from virtual character emotional gestures and the final task was the interaction between participants and virtual character. Users have to observe the feedback generated by virtual character after performed the emotional expression. The results obtain from this study came from standard questionnaires that contained a part with number of detected correct recognitions/performance as well as measure the level of believability. Another part of the questionnaire contains general questions to measure subjects feeling, judgment and immersive experience.  

Result from the first task shows that our system can easily detect participants’ gestures or body movement. Percentages of correctly detected emotions are higher than the incorrect one. Out of six expression of emotion tested, hate received the highest number of correct recognition with 92.1%, follow by love with 77.2%, whereas only 50.9% for relief. Table 2 summarise the percentage of correct recognition vs the incorrect recognition. This shows that we have chosen correct natural designed gestures for selected emotional expression. The participants can easily and correctly perform the expression. 
Table 2: Percentage of correct and incorrect emotional recognition using Wii device

	
	Joy
	Distress
	Love
	Hate
	Relief
	Disappointment

	No. of correct recognitions
	68.4%
	74.6%
	77.2%
	92.1%
	50.9%
	64%

	No. of incorrect recognitions
	31.6%
	25.4%
	22.8%
	7.9%
	49.1%
	36%


In the questionnaire, the subjects also had to indicate whether the device was easy to use, feel natural of the expression and aware of the emotion. 78.9 % of the subject agree that the Wii device were easy to use, 63.2% indicate they feel natural when performing those tasks and 84.2% mentioned that they aware of the emotion that the gesture corresponds to. 

The aim for the second task was to find out the level of believability for each of the emotional expression performed by the virtual character. The users rated the perceived emotion conveyed by each of the expression using a five-point Likert-type scale, where “1” represented the lowest level of believability and “5” represented the highest level of believability. The perception of emotional expression was studied by mean and standard deviation of an analysis. The overall result of an analysis is shown in Table 3.
Table 3: Level of believability from perceived emotional expression
	
	Joy
	Distress
	Love
	Hate
	Relief
	Disappointment

	Mean
	3.42
	4.16
	3.68
	4.05
	3.84
	4.16

	Standard deviation
	1.22
	0.89
	1.25
	0.85
	1.34
	1.26


In the final task, after performed the interaction, subjects were asked four types of questions: 
(i) Did you more aware of those emotions in interaction mode compare to one way communication? 
(ii) Did you felt more yourselves in this particular task?

(iii) Did you perceive more believable on the virtual character? 
(iv) Did you feel the connection when performed those task. 
The analysis showed that the percentage of all the above conditions were very high. The results indicate that subjects were more aware of the emotions and the level of believability were increased when interact with virtual character compare to one way communication. The overall analysis of this task is shown in figure 5.
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Fig 5: Rated percentage by subjects

4. CONCLUSION
Emotion is increasingly recognized as a relevant aspect for any system involves virtual characters. The ability to establish social behavioural and visual realism of virtual characters related to certain emotions is the main concerns. This paper presents a study on human perceptions of social behavioural and visual believability of a virtual character interacting with human users. We have come out with a method of tracking the users’ motions using Wii input device together with the creation of a gesture recognition expression. 

The intention of using natural expression of selected emotion approach here has the added advantage of allowing the users to act in a fairly natural manner while interacting with the character. In addition, this will also help the users to become more emotionally involved with the character.
It was shown that our system can easily detect participants’ gestures or body movement. Percentages of correctly detected emotions are higher than the incorrect one. The overall result also indicates that the level of believability from perceived emotional expressions were very high. Future research will aim at further refining the expression of emotions from virtual character and also comparing with non human-like characters.
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