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Abstract 

 Multi document analysis has been a field of interest for decades and is still being actively 

researched until today. One example of such analysis could be for the task of multi document 

summarization which is meant to represent the concise description of the original documents. In this 

paper, we will focus on some special properties that multi document articles hold, specifically news 

articles. Information across news articles reporting on the same story are often related. Cross-document 

Structure Theory (CST) gives several relationships between pairs of sentences from different 

documents. Among them, we focus on four relations namely “Identity”, “Overlap”, “Subsumption”, and 

“Description”.  Our aim is to automatically identify these CST relationships. We applied three machine 

learning techniques, i.e. SVM, Neural Network and our proposed Case-based reasoning (CBR) model. 

Comparison between these techniques shows that the proposed CBR model yields better results. 
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1. Introduction 

 

 Two sentences from topically related documents can 

be similar or different in a number of ways. Studying the 

existence of such inter-document relationships can lead to 

the identification of rhetorical relations. These rhetorical 

relations are based on the CST model (Cross-document 

Structure Theory) [1]. Documents which are related to 

the same topic usually contains semantically related 

sentences which can be described by CST relations. 

Examples of such semantic connections are  

“Equivalence”, “Contrast”, “Elaboration”, “Agreement” 

and etc. Fig. 1 shows some examples of sentence pairs 

that hold CST relationship. The CST model relations are 

shown in Table 1. The full description of these relations 

are given in [1].  

 As far as multi document is concern, especially news 

documents, its information contents are closely related 

eventhough the news story comes from various sources. 

By referring to the list of CST relations shown in Table 

1, these types of relations can be essential for the 

analysis of redundancy, complementarity and 

contradiction among different information sources. 

Thus, the ability to automatically identify the types of 

CST relationship will definitely be handy for tasks 

related to multi documents, e.g. multi document 

summarization [2]. In this work, we will discuss on the 

identification of CST relations using machine learning 

techniques.  

 

Contradiction 

S1: There were 122 people on the downed   

       plane. 

S2: 126 people were aboard the plane. 

 

Subsumption 

S1: Green Bay has 3 wins this year. 

S2: With 3 wins this year, Green Bay has the   

       best record in the NFL. 

 

Follow-up 

S1: So far, no casualties from the quake 

       have been confirmed. 

S2: 102 casualties have been reported in the 

       earthquake region. 

 

Fig. 1. Examples of CST relationship between sentences. 

 

The rest of this paper is organized as follows: Section 2 

presents related works on CST.  Section 3 outlines the 
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automatic identification of CST relationships using the 

three supervised machine learning techniques i.e. SVM, 

Neural Network and our proposed CBR model. The 

experimental setting and results of each technique is 

given in Section 4, while the discussions of results are 

given in Section 5. We finally end with conclusions in 

Section 6.    

 

Table 1  

CST  relations 

Identity  Judgment 

Identity      Overlap 

Equivalence       Fulfillment 

Translation       Description 

Subsumption       Reader profile 

Contradiction       Change of perspective 

Historical background       Follow-up 

Modality       Elaboration 

Attribution       Citation 

Summary       Indirect speech 

 

 

2. Related works 

 

 The work on CST can be put inline with Rhetorical 

Stucture Theory (RST) [3]. The difference between these 

two theories is that RST is aimed to capture the rhetorical 

relation between a span of adjacent text units while CST 

goes across topically related documents to describe its 

rhetorical relation. This allows CST to facilitate tasks 

related to multi document. 

 A number of research works have addressed the 

benefits of CST for summarization task. In the work 

proposed by Zhang  et al. [4], they first generate the 

summary using MEAD, a summarization system 

developed by Radev et al. [5]. Then they use CST to 

replace low-salience sentences with sentences that 

maximize total number of CST relationships in the final 

summary. The impact of CST on summarization system 

has also been experimented by Jorge et al. [6],  where they 

rank sentence according to the number of CST relations it 

has. The limitation of the above works is that the CST 

relationships need to be manually annotated by human 

expert. 

 However, there have been efforts put to learn the CST 

relationships in texts. Zhang  et al. [7] used boosting, a 

classification algorithm to identify the presence of six CST 

relationship types between sentences. Their classifier was 

able to identify sentence pairs with no relationship very 

well, but showed poor performance in classifying the six 

CST relationship types. In another work, Miyabe et al. 

[18] investigated on two CST relationship types, i.e. 

equivalence and transition using cluster-wise 

classification with SVM classifier. The authors propose 

to use the detected equivalence relations to address the 

task of transition identification. 

 Closely related to our work is the approach by Zahri 

and Fukumoto [8].  The authors determined five types of 

CST relation between sentences using SVM. They used the 

identified CST relations to determine the directionality 

between sentences for PageRank [30] computation. 

However there were no experimental results shown on the 

performance of their CST classification, specifically. This 

is essential because the performance of the classification 

has direct implication on the final results of the system. 

Here in our work, we have taken the effort to investigate 

the performance of the well known SVM and Neural 

Network classification techniques and compare its result 

with our proposed CBR model. 

 

3. Automatic identification of CST relationships 

using supervised machine learning 

 

Relying on manually annotated text for CST 

relationship identification consumes a lot of time and 

resources. Thus it is favorable to have a system which can 

automatically identify the existence of CST relation 

between pairs of sentences. However, at this point of time, 

we are only considering four types of CST relations 

namely “Identity”, “Overlap”, “Subsumption”, and 

“Description”. Details of these relations are given in Table 

2. Futher details with examples can be found in [4]. 

Using the dataset from CSTBank [9], we are able to 

obtain CST annotated sentence pairs. Based on this 

available dataset, we prepared our training set which 

comprises of the features between sentences with its 

corresponding CST relationship. We also manually 

selected 100 pairs of sentences that poses no CST 

relationship for our training and test data. We 

experimented with the following features computed from 

sentences pair 
1 2( , )S S :  

 

Cosine similarity – cosine similarity is used to measure 

how similar two sentences are. Here the sentences are 

represented as word vectors having words with tf-idf as 

its element value: 

 

        
1, 2,

1 2
2 2

1, 2,

cos( , )
( ) ( )

i i

i i

S S
S S

S S








 
                   (1) 

 

Word overlap – this feature represents the measure on 

the numbers of words overlap in the two sentences (after 

stemming process). This measure is not sensitive to the 

word order in the sentences [8]: 

 

  1 2

1 2

1 2

# ( , )
( , )

# ( ) # ( )

commonwords S S
overlap S S

words S words S



        (2) 

 

Length type of 1S – this feature gives the length type of 

the first sentence when the lengths of two sentences are 

compared: 

 

       

1 1 2

1 2

1 2

( ) 1   if   ( ) ( ),

                      -1   if   ( ) ( ),

                       0   if   ( ) ( )

lengtype S length S length S

length S length S
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NP similarity – this feature represents the noun phrase 

(NP) similarity between two sentences. The similarity 

between the NPs was calculated according to Jaccard 

coefficient as defined in the following equation: 

 

 1 2

1 2

1 2

( ) ( )
( , )

( ) ( )

NP S NP S
NP S S

NP S NP S





                             (4) 

 

VP similarity – this feature represents the verb phrase 

(VP) similarity between two sentences. The similarity 

between the VPs was calculated according to Jaccard 

coefficient as defined in the following equation: 

 

 1 2

1 2

1 2

( ) ( )
( , )

( ) ( )

VP S VP S
VP S S

VP S VP S





                               (5) 

 

 Kotsiantis [19] has came out with a good review on 

various supervised machine learning techniques which 

have been applied to classification. The basic idea of 

machine learning is to automatically learn or make 

decisions from data (training examples) so as to be able 

to produce a useful output in new cases. If the training 

examples are given with known labels (the corresponding 

correct outputs) then the learning is called supervised. 

 In the following sub-sections, we will discuss the 

implementation of three supervised machine learning 

techniques namely SVM, Neural Network and our 

proposed CBR model for CST relationship identification 

task.  

 

Table 2 

CST  relations used in this work 

CST Type Description 

Identity The same text appears in more than 

one location 

Subsumption S1 contains all information in S2, 

plus additional information not in 

S2 

Description S1 describes an entity mentioned in 

S2 

Overlap (partial 

equivalence) 

S1 provides facts X and Y while S2 

provides facts X and Z; X, Y, and Z 

should all be non-trivial. 

 

 

3.1  Support vector machine 

 

 Support Vector Machine (SVM) by Vapnik [15]  is a 

supervised machine learning technique commonly used 

for classification and regression analysis [21]. Some good 

references on SVM can be found in the articles written by 

Burges [16] and Cristianini and Taylor [17]. Thus in this 

study, we will give a brief description of SVM and show 

its implementation in our classification problem.  

 SVM are inherently binary or two-class classifiers. 

Given a set of training examples with outputs belonging 

to one of its two classes, the SVM classifier assigns new 

examples into one class or the other. Theoretically, a 

support vector machine constructs a hyperplane that 

separates data into two, positioning them to either side of 

the hyperplane corresponding to its classes. 

 

Given n training data in the form 

 

 ( , )i ix y   for i=1…n,   { 1, 1}iy    ,   D

ix   

 

where xi is the input (a D-dimensional real vector) and  yi 

is its binary output (either +1 or −1) which indicates the 

class to which xi belongs. Assuming the training data is 

linearly separable, a hyperplane can be described as  

 

  0w x b         (3) 

 

where w is normal to the hyperplane and b w  is the 

perpendicular distance from the hyperplane to the origin. 

Refer to Fig. 2. The following constrains implies the 

position of an input data in its respective class. 

 

 1iw x b      for class 1iy      (4) 

 

 1iw x b      for class 1iy      (5) 
 

 The SVM learning algorithm works towards 

maximizing the margin or distance between the 

separating hyperplane and the two data classes. The 

hyperplane plays a decisive role as it determines the 

binary target value for future predictions.  

 However, in most real-world problems, the data 

involved is not always linearly separable. Thus it is not 

always possible to find a hyperplane that can separate 

two data instances successfully. 

 

 
Fig. 2. Hyperplane separating two classes. 

 

 In order to handle non-linearly separable data, one 

solution is to map the data onto a higher dimensional 

space (also known as feature space) in which we can 

form a separating hyperplane. This can be done by 

applying kernel function [20] where it is used to map 

non-linearly separable data onto a feature space for 

classification. 

 

yi = +1 

yi = -1 
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Fig. 3. A non-linear mapping from the input space to some 

feature space. 

 

 As shown in Fig. 3 (left image), the data instances 

initially were not linearly separable in the original data 

space. After applying  kernel function which transforms 

the position of the data instances from the original space 

onto a higher dimensional space, it become linearly 

separable. Refer to Fig. 3 (right image).  

 Once a SVM model has been trained, the same 

kernel function is applied to new instance (input) to 

locate its position in the feature space so that the binary 

target value or the class to which the new instance 

belongs to can be determined. The success behind 

Support Vector Machine lies in this kernel trick. Genton 

[22] has described several classes of kernels. Some 

popular kernel functions which are being extensively 

used are given below:  

 

linear:    , .T

i j i jK x x x x  

polynomial:    , , 0.
d

T

i j i jK r   x x x x  

RBF:    2

, exp , 0.i j i jK     x x x x  

sigmoid:    , tanh .T

i j i jK r x x x x  

 

where  , r  and d  are kernel parameters. 

 

 What we have discussed thus far is the classification 

of binary type output or two class classification. How 

does SVM handle multi-class classification as in our (5-

class) classification problem? There are a number of 

ways to handle SVM multiclass classification problem 

[23]. One of the common approach is to build one-versus-

all classifiers (also known as “one-versus-rest”). Another 

approach is to build a set of one-versus-one classifiers, 

where the target class is determined by choosing the class 

that is selected by the most classifiers. We apply the latter 

approach in our work. Fig. 4 shows the training and 

classification stages. 

 

 

 
 

Fig. 4. The training and classification stages using SVM. 

 

 We first prepocess the text by stopword filtering and 

word stemming. After computing the feature values for 

every sentence pair from the training set, we input them 

for the training of SVM. Once the training is completed, 

the resulting classifier model will be tested with test data 

to measure its performance. Section 4 gives the 

experimental setting and results of SVM. 

 

 

3.2   Neural network 

 
 Zhang [12] have written a survey on neural network 

for classification task. A more comprehensive foundation 

of neural network can be found in [11] and will be 

outlined briefly here. A generally accepted definition of 

neural network (NN) is a network of many simple 

processors. These simple processing elements are 

referred to as units, nodes, or neurons. These neurons are 

interconnected and it receive, process and transmit 

numeric data via the connections. 

 NN works by training its network which is fed with a 

set of examples (the training set) containing the input and  

its the corresponding target (correct) output. It learns by 

comparing the network output and target output and 

makes adjustments on the weights (connections between 

neurons) in order to move the network outputs closer to 

the targets. This process is depicted in Fig. 5. The 

network trains until the network output matches the target 

or achieves error below certain threshold value. 

 

 
Fig. 5. Neural network’s general process paradigm. 
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 To look further into the process which takes place in 

a neuron, we explain the neuron model and how it 

functions. A simple neuron model is shown in Fig. 6. 

 

 
Fig. 6. Neuron Model 

 

 When a neuron receives input P, it multiplies its 

strength by weigth w. This weighted input is then added 

with bias b which is much like a weight, having constant 

value of 1. This summed value is then passed to the 

transfer function f and produces the output a. There are 

various types of transfer functions and some of the 

commonly used are hard-limit transfer function, linear 

transfer function and sigmoid transfer function. Note that 

all input, weight, bias and output are numeric data. 

 A more complex structure of NN is the multi layer 

neural network. The layers of a multilayer network can 

have different numbers of neurons. A layer that produces 

the network output is called an output layer. The 

intermediate layers between the inputs and output layer 

are called hidden layers. An example  three-layer network 

is shown in Fig. 7. These networks are usually trained by 

adapting learning algorithms and one that is very well 

known to this field is the back propagation algorithm 

[24].  

 

 
Fig. 7. Example: Multi Layer Neural Network 

 

 In our CST relationship identification problem, we 

applied the Feed-forward neural networks (a standard NN 

model). Feed-forward neural networks are usually trained 

by the back propagation algorithm. Some researchers 

have imposed hybrid learning to train the network [29]. 

In our work, we have used the Levenberg-Marquardt 

backpropagation (a variant of back propagation 

algorithm). Our network model is shown in Fig. 8.  

 

 

 
 

Fig. 8. Generated network model for CST relationship 

classification. 

 

 The numbers in the figure indicates 5 inputs features 

(cosine similarity, word overlap, length type, NP 

similarity and VP similarity), 12 hidden neuron, 1 output 

neuron dan 1 final output (CST relation type). The 

experimental setting and results of NN is given in Section 

4. 

 

 

3.3   Case-based reasoning 

 

 “Case-Based Reasoning (CBR) is the usual name 

given to problem solving methods which make use of 

specific past experiences. It is a form of problem solving 

by analogy in which a new problem is solved by 

recognizing its similarity to a specific known problem, 

then transferring the solution of the known problem to the 

new one” [28]. Using its memory of past experiences, 

CBR could be applied to solve various real world 

problems such as course timetabling, solving legal cases 

[25] and classifying the disease of a patient [14]. Some of 

the prominent CBR systems which has been used 

extensively are applications such as Appliance Call 

Center automation at General Electric [26] and many 

other reasoning systems with major application area in 

the health sciences [27]. 

 The general process of CBR can be represented by 

the CBR cycle as shown in Fig. 9. It consists of four 

major phases, namely Retrieve, Reuse, Revise, and 

Retain that links to a central repository called the 

casebase or knowledgebase. CBR is based on the theory 

that similar cases have similar solution. For example, 

when a new case is input into the CBR cycle, the 

following steps will be taken to solve it. 

 

1.  Retrieve – the most similar cases from the casebase; 

 

2.  Reuse – the solutions from the retrieved cases; 

 

3.  Revise – the solution for the new case if necessary; 

 

4.  Retain – adapt revised new cases into the casebase. 

 

 An interesting characteristic of this method is that it 

is capable to adapt new cases to its casebase, whereby this 

method does not require retraining of data which is 

necessary for most supervised machine learning 

techniques. 
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Fig. 9.  The CBR cycle, depicted from [13]. 

 

 Based on the general CBR model described above, 

we modeled the framework of CBR for CST relationship 

identification. This framework is depicted in Fig. 10. As 

explained in previous sections, first we perform text 

preprocessing and feature extraction on the sentence pairs 

from the dataset. Once we have extracted all the features 

from each sentence pair, we represent them as feature 

vectors (inputs). These inputs together with their 

respective outputs (CST relationship types) represent the 

cases in the casebase. Refer to Table 3. 

 

 
Fig. 10.  CBR process for CST relationship identification. 

 

 

 

 

 

 

 

 

Table 3 

An example of case representation 

 

Cases 

Input features(Fi)     

Output F1 F2 F3 F4 F5 

Case 1 0.2 0.3 0 0.2 0.5 Description 

Case 2 0.4 0.3 1 0.1 0.3 Subsumption 

 

 Next, to identify the relationship type of a new case, 

we will compare the input feature vector of the new case 

with existing cases in casebase. Here we use the 

following cosine measure between two cases ( , )i jC C  to 

retrieve the similar cases.  

 

  ( , ) ,
| || |

i j

i j

i j

C C
cos C C

C C


             (6) 

 

where C =  input feature vector. 

 

An example is shown in Table 4, where a new case is 

being matched with Case 1 and Case 2 from the casebase 

by using the cosine measure. If the similarity value is 

more than the predefined threshold value, the model will 

reuse the solution. Thus, the solution (relationship type) 

to the new case will then be the output of the most similar 

case retrieved from the casebase.    

       If the similarity value is less than the threshold value, 

the model will revise the new case as “No relation” type 

and retain the revised new case into the casebase. This is 

important because not all sentence pairs with similarity 

can be regarded as having CST relationship. Morever it is 

not practical to have all variants of “No relation” type 

cases in the casebase. Thus the adaptive nature of this 

model will enable the casebase to be revised without 

much human intervention. 

 

Table 4 

An example of similarity measure between cases 

Input features New case Case 1 Case 2 

Cosine Similarity 0.6 0.2 0.4 

Word Overlap 0.5 0.3 0.3 

Length Type 

NP Similarity 

VP Similarity 

1 

0.4 

0.4 

0 

0.2 

0.1 

1 

0.5 

0.3 

Similarity with new case 0.66 0.97 

 

 

 

4. Experimental settings and results 

 

 In conducting the experiments, we used the dataset 

taken from CSTBank[9] – a corpus consisting clusters of 

English news articles annotated with CST relationships. 

Our training and testing set consist of sentence pairs with 
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its corresponding CST type label. We selected 476 

sentence pairs for training and 206 sentence pairs for 

testing. These includes a sample of 100 pairs of sentences 

that have no CST relationship. First we performed text 

preprocessing on each of the sentences. Here, two 

important processes are carried out, namely stop word 

removal and stemming. 

 Stop words do not give much meaning but appears too 

frequent in a document. Examples of stop words are ‘the’, 

‘a’, ‘and’, ‘to’, ‘at’ and ‘on’. To avoid being considered as 

potential or important words, the stop words are removed 

from the sentences. 

 Stemming is a technique to find the root of words, so 

that the text processing is conducted on the roots and not 

on the original words. For example, by using a stemming 

algorithm,  words such as ‘playing’, ‘played’ and ‘plays’ 

will be reduced to the root word ‘play’. Stemming proofs 

to be useful in information retrieval process like in pattern 

or string matching where the existence of variance in word 

form can be handled i.e. allowing more terms to be related. 

 After preprocessing, the features (as described in 

Section 3) will be extracted from each sentence pairs. 

These features will then form the instances for the training 

set where each intance is represented as feature vector with 

its corresponding CST relationship type label. 

 For evaluation procedure, we employ the evaluation 

measures commonly used in classification tasks – 

Precision, Recall and F-measure. Given the actual class 

and the predicted class (in this case, the CST relation type), 

for each class C, the following measures are applied: 

  

#instances correctly labeled as class 
Precision=

total #instances labeled as class 

C

C
       (7) 

#instances correctly labeled as class 
Recall=

total #instances actually belong to class 

C

C
     (8) 

precision recall
F-measure=2

precision + recall


                (9) 

 

4.1  Experiment and results using SVM 

 

 We trained the data using the LibSVM tool developed 

by Chang and Lin [10] on MATLAB. LibSVM is an 

integrated software which is extensively used for solving 

multiclass classification problems. For our kernel selection, 

we chose the RBF kernel function as it gives better 

accuracy and as stated by Hsu et al. [31], it has several 

advantages over the other kernel functions. The SVM 

model best parameters were chosen after applying 5-fold 

cross validation. Table 5 and Fig. 11 shows the precision, 

recall, and F-measure of SVM classification. 

 

 

 

 

 

 

Table 5  

Precision, recall, and F-measure of SVM classification 

CST Type Precision Recall F-Measure 

No relation 0.923077 0.8 0.8571429 

Identity 1 0.966667 0.9830508 

Subsumption 0.706897 0.82 0.7592593 

Description 0.666667 0.894737 0.7640449 

Overlap  0.809524 0.586207 0.68 

 

 

 
 

Fig. 11. Performance of SVM classification. 

 

 

 

4.2  Experiment and results using NN 

 

  To perform the experiment for NN, we trained the 

data using the Neural Network tool on MATLAB. We use 

a feed-forward network with the default tan-sigmoid 

transfer function in the hidden layer and linear transfer 

function in the output layer. The number of hidden nodes 

Hi is initially set to 1. The accuracy of the network is then 

recorded for Hi after training it. Then Hi is incremented and 

the process continues. The process ends when the result of 

Hi is better than Hi+1 and Hi+2. After determining the best 

H, we fixed it as the number of hidden node in the network 

hidden layer. Table 6 and Fig. 12 shows the precision, 

recall, and F-measure of NN classification.  

 

Table 6  

Precision, recall, and F-measure of NN classification. 

CST Type Precision Recall F-Measure 

No relation 1 0.8 0.8888889 

Identity 1 0.966667 0.9830508 

Subsumption 0.754717 0.8 0.776699 

Description 0.711111 0.842105 0.7710843 

Overlap  0.727273 0.689655 0.7079646 
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Fig. 12. Performance of NN classification. 

 

 

4.3  Experiment and results using CBR 

 

 We created a MATLAB program to perform the four 

phases of our CBR model. Both casebase and testing set 

was represented in matrix form where each rows represent 

the cases and the columns represent its input features. For 

similarity measure, we used the commonly used cosine 

distance function. If there is more than one case with 

similarity value greater than the threshold, the program 

selects the highest value among them to be then retrieved. 

The retrieved case will then be reused to classify the test 

case. The CBR process (as shown in Fig.10) continues 

until all test cases have been classified. Table 7 and Fig. 13 

shows the precision, recall, and F-measure of CBR 

classification. 

  

Table 7  

Precision, recall, and F-measure of CBR classification 

CST Type Precision Recall F-Measure 

No relation 0.956522 0.733333 0.8301887 

Identity 0.966667 0.966667 0.9666667 

Subsumption 0.788462 0.82 0.8039216 

Description 0.686275 0.921053 0.7865169 

Overlap  0.78 0.672414 0.7222222 

 

 

 

 
 

Fig. 13. Performance of CBR classification. 

 

 

 

5. Discussions 
 

 It is important to compare different machine learning 

techniques on the same datasets, to see if the performance 

of the technique being proposed is comparable or 

performs better than the other techniques. In this work, 

i.e. the automatic identification of CST relationships, we 

have compared the performance of our proposed CBR 

model with Neural Network and Support Vector 

Machine, which are two popular machine learning 

techniques used for classification tasks.  

 The experiments results for CST relationship 

identification described in the previous section using 

SVM, NN and CBR gives us an insight into the 

performance of these supervised machine learning 

techniques. From Table 5, Table 6 and Table 7, we can 

observe the performance of each classifier in identifying 

the CST relationship types. We can see that all three 

techniques give good performance (i.e. > 90%) for the 

relationship type “Identity” and (> 80%) for “No 

Relation”. This result is probably due to the characteristics 

of “Identity” type sentences which have high similarity in 

terms of words and length while “No Relation” possess the 

complete opposite characteristics. 

 Table 8 and Fig. 14 shows the comparison of F-

measures between the three techniques. It can be seen in 

Fig. 15 that overall, CBR performs better than SVM and 

NN. In addition, the accuracy of each method is shown in 

Fig. 16. We could observe that the accuracy of SVM is 

lesser than CBR and NN. The poor performance of SVM is 

probably due to number of features used as SVM normally 

performs well with high dimensionality datasets. This may 

possibly explain why SVM could not well differentiate 

between the different classes. 

  The ability of CBR to be superior than SVM and NN 

for CST relationship type identification could closely be 

related to nature of its learning method itself, i.e. lazy 

learning. As opposed to eager learning methods which 

need to generalize the training data to classify new cases,  

lazy learning is a learning method which performs 

classifcation based on the similarity of that problem with 

already known problems. Concerning our problem domain, 

since texts data have high variability,  a key advantage of 

lazy learning is that instead of estimating the target 

function once for the entire instance space, this method can 

estimate it locally for each new instance to be classifed. 

 On the whole, our proposed CBR technique for CST 

relationship type identification has able to outperform the 

popular SVM and NN technique. On top of that, CBR will 

better fit our CST relationship identification problem since 

it is capable to adapt new cases into its casebase. This will 

not require retraining of data as opposed to SVM and NN. 
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Table 8 

Comparison of F-measures between SVM, NN and CBR 
 

CST Type 
F-Measure 

SVM NN CBR 

No relation 0.857143 0.888889 0.830189 

Identity 0.983051 0.983051 0.966667 

Subsumption 0.759259 0.776699 0.803922 

Description 0.764045 0.771084 0.786517 

Overlap  0.68 0.707965 0.722222 

 

 

 

 
 

Fig. 14. Comparison of F-measures between SVM, NN and 

CBR. 

 

 

 

 
 

Fig. 15. Performance comparison between SVM, NN and 

CBR. 

 

 

 
 

Fig. 16. Accuracy comparison between SVM, NN and CBR. 

 

6. Conclusions and Future Work 

 

 This work provides the study on CST relationship 

identification between sentences in topically related 

documents. The ability to automatically identify the types 

of CST relationship will definitely be handy for tasks 

related to multi documents, e.g. multi document analysis  

for text summarization. Relying on manually annotated 

text for this task consumes a lot of time and resources. 

With the motivation to have a system which can 

automatically identify the existence of CST relation 

between sentences, we propose a supervised machine 

learning technique using case-based reasoning (CBR) 

model.  

 We have experimented using the dataset obtained 

from CSTBank which comprises human annotated CST 

relations. We also described in this work the 

implementation of two popular classification techniques, 

i.e. support vector machine and neural network and 

compared its performance with our proposed method. 

Comparison between these techniques shows that the 

proposed CBR model yields better results. 

  We belief that the CBR model has the potential to be 

further enhanced to improve its performance. As the 

performance of CBR model is highly sensitive to its 

similarity function, the quality of features has a 

significant impact on the learning algorithm. In existing 

setting, all features are assumed to hold equal importance 

by the learning algorithm. Therefore scaling the relevance 

of each feature based on feature weighting could improve 

the similarity-based selection of relevant cases. We 

regard this as our future work.  
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